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Invariant prime ideals in equivariant Lazard rings

Markus Hausmann and Lennart Meier

Abstract

Let A be an abelian compact Lie group. In this paper we compute the spectrum of invariant
prime ideals of the A-equivariant Lazard ring, or equivalently the spectrum of points of the
moduli stack of A-equivariant formal groups. We further show that this spectrum is homeo-
morphic to the Balmer spectrum of compact A-spectra, with the comparison map induced by
equivariant complex bordism homology.
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1 Introduction

Let us pose the question: what algebraic input do we need to develop equivariant versions of
chromatic homotopy theory?

Chromatic homotopy theory studies stable homotopy theory through the lens of formal
groups, building on Quillen’s identification of the complex bordism ring π∗MU with the Lazard
ring [Qui71]. Around the same time, tom Dieck introduced for every compact Lie group A in
[tD70] an equivariant analog of MU , the homotopical A-equivariant complex bordism MUA.
Letting A be abelian, Cole, Greenlees and Kriz [CGK00] found many years later the correct
notion of an A-equivariant formal group law. Recently, the first author generalized work of
Hanke–Wiemeler [HW18] and showed that πA

∗ MUA is indeed the universal ring for A-equivariant
formal group laws, thus establishing an equivariant analog of Quillen’s theorem for the equiv-
ariant Lazard ring LA.

Many structural features of stable homotopy theory can be explained through the chromatic
perspective. The central notion of chromatic homotopy theory is that of height. Honda classified
formal groups over a field of characteristic p in terms of the height 0 ≤ n ≤ ∞. Thus, the points
of the moduli stack of formal groups MFG correspond to pairs (p, n) with n = 0 if and only
if p = 0. Hopkins and Smith [HS98] showed that the same classification pertains to thick
subcategories of finite spectra: Given a finite spectrum X, its MU -homology MU∗X defines
a coherent sheaf over MFG. Taking the support of MU∗X in the Zariski spectrum |MFG| of
points, we obtain a support theory on finite spectra. The thick subcategory theorem states that
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this support theory is the universal one. In other words, the induced map |MFG| → Spec(Spc)
to the Balmer spectrum of finite spectra (cf. [Bal05, Bal10]) is a homeomorphism.

We show the following equivariant analog (a more precise statement of which we give as
Theorem 1.6):

Theorem 1.1. Let A be an abelian compact Lie group. Then the spectrum of points of the
moduli space MA

FG of A-equivariant formal groups is homeomorphic to the Balmer spectrum of
finite A-spectra, with the comparison map induced by a support theory based on complex bordism
homology (MUA)∗.

This establishes MUA and the theory of equivariant formal groups as fundamental tools for
building equivariant versions of chromatic homotopy theory.

For abelian groups as above, the Balmer spectrum of finite A-spectra has been computed
completely in the papers [BS17] (the case A = Cp), [BHN+19] (the finite abelian case) and
[BGH20] (the general abelian case). In a surprising turn of history, it had been the algebraic
counterpart which had not been computed before. As a set, both |MA

FG| and Spec(Spc
A) de-

compose as the disjoint union of one copy of |MFG| ∼= Spec(Spc) for every closed subgroup
of A. Thus, the correct notion of height of an A-equivariant formal group F over a field of
characteristic p consists of a pair: a height n of a non-equivariant formal group and a closed
subgroup B ⊂ A such that F is induced along the zig-zag A→ A/B ← {1}.

The more subtle information lies in the topology of the spectrum, which encodes on the alge-
braic level how heights can deform and on the homotopical level the chromatic interdependence
of the various geometric fixed points ΦBX of a finite A-spectrum X.

We will detail our results below in the language of invariant prime ideals. Crucially, we
exhibit equivariant lifts vn of the classical vn and show that they provide in many cases a
sequence of generators of invariant prime ideals. The non-equivariant vn play an important
role in many of the highlights of chromatic homotopy theory, like the greek-letter construction
[Rav86], the construction of the Morava K-theories or the periodicity theorem [HS98], and we
hope that our equivariant lifts open the prospect to generalize these to the equivariant context.

1.1 Invariant prime ideals and statement of results

As indicated above, the main theorem can also be stated in terms of invariant prime ideals
of the equivariant Lazard ring LA, as we now explain. Similarly to the non-equivariant case,
LA is the ground ring of a flat Hopf algebroid (LA, SA), classifying A-equivariant formal group
laws and their strict isomorphisms. The associated stack is the moduli stack of A-equivariant
formal groups. Hence, the category of graded (LA, SA)-comodules is equivalent to the category
of quasi-coherent sheaves over MA

FG.
Recall that an ideal I of LA is called invariant (in the sense of Hopf algebroids) if it is a

sub-comodule, i.e., if ηL(I)SA = ηR(I)SA for the left and right unit ηL, ηR : LA → SA. Every
invariant prime ideal p gives rise to a point of the moduli stack of prime ideals via the quotient
field of LA/p. This defines a map from the set of invariant prime ideals Specinv(LA) to |MA

FG|,
which we show to be a homeomorphism in Theorem 4.7.

For the non-equivariant Lazard ring, Morava and Landweber [Lan73] showed that the in-
variant prime ideals are precisely the ideals Ip,n = (v0, . . . , vn−1) for a prime p and n ∈ N∪{∞}
(with Ip,0 being the 0-ideal for all p).

To describe the invariant prime ideals in the equivariant case we recall that LA contains
universal Euler classes eV for all characters V ∈ A∗, and that equivariant Lazard rings are
contravariantly functorial in continuous group homomorphisms. In particular, all equivariant
Lazard rings are algebras over the non-equivariant Lazard ring.

Then, given a non-equivariant invariant prime ideal Ip,n and a closed subgroup B of A we
obtain an invariant prime ideal IAB,p,n ⊆ LA as the kernel of the composite

LA
resAB−−−→ LB → ΦBLB → ΦBLB ⊗L L/Ip,n.

Here, ΦBL is defined as the localization of LA away from all the Euler classes of non-trivial
characters for B. The ring ΦBLB is an algebraic version of geometric fixed points and indeed
agrees with the coefficient ring of the B-geometric fixed points of MUB .
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Theorem 1.2 (Theorem 4.7). For every abelian compact Lie group A the map

Sub(A)× Specinv(L)→ Specinv(LA)

(B, Ip,n) 7→I
A
B,p,n

is a bijection.

Here, Sub(A) is the set of all closed subgroups of A. Hence, as for the Balmer spectrum,
the invariant prime ideals of LA decompose as a set as one copy of Specinv(L) for every closed
subgroup of A. And similarly to the Balmer spectrum, the main work then lies in understanding
the Zariski topology, in particular in determining the containments between invariant prime
ideals associated to different subgroups.

We obtain the following:

Theorem 1.3 (Theorem 5.1). There is an inclusion IAB′,q,n′ ⊆ IAB,p,n if and only if

1. B is a subgroup of B′.

2. p = q or n = 0 (in which case IAB′,q,0 = IAB′,p,0), the components π0(B
′/B) are a p-group

and n ≥ n′ − rankp(π0(B
′/B)).

Comparing with [BGH20] we see that these correspond precisely to the inclusions in the
Balmer spectrum, but with roles reversed: There is an inclusion IAB′,q,n′ ⊆ IAB,p,n if and only if

there is an inclusion PA
B,p,n ⊆ PA

B′,q,n′ . Here, P (B, p, n) = {X ∈ Spc
A | K(n)∗(Φ

BX) = 0} are
the thick subcategories of Spc

A with K(n) being Morava K-theory at the prime p.
To show that IAB′,q,n′ indeed includes into IAB,p,n when conditions 1 and 2 are satisfied, one

can reduce to the case A = T the circle group where it is straightforward to describe explicit
generators for the invariant prime ideals. The main step in ruling out further inclusions is the
construction of equivariant refinements vn−1 ∈ LCn

p
of the elements vn−1 ∈ L which exhibit

maximal height shifts (Definition 5.21, Proposition 5.24). Roughly speaking, vn−1 is of height
0 at the top group Cn

p (i.e., it lies in the ideal ICn
p ,p,0) while it is of height n at the trivial

group (i.e., it lies in the ideal I{1},p,n but not in I{1},p,n−1). This is the algebraic analog of
the existence of finite Cn

p -spectra of underlying type n whose Cn
p -geometric fixed points are

rationally non-trivial as in [BHN+19] and [KL20]. More precisely, vn is canonically defined
only modulo a certain smaller ideal (analogously to vn only being defined uniquely up to the
ideal In). More details are given in Section 5.3.

We further show that - at least over elementary abelian p-groups - the elements vi give rise
to generators of the invariant prime ideals:

Theorem 1.4 (Theorem 6.1). For all primes p and n ∈ N the elements

p∗1v0, p
∗
2v1, . . . , p

∗
n−1vn−2,vn−1

generate the ideal I
Cn

p

Cn
p ,p,0. Here, pi : C

n
p → Ci

p denotes the projection to the first i coordinates.

Suitable restrictions of the vn then form generators for the ideals I
Cn

p

Cn
p ,p,m at higher height m,

see Section 6. We emphasize that in contrast to the non-equivariant situation, the sequence

of the p∗ivi−1 is not a regular sequence. In fact, since I
Cn

p

Cn
p ,p,0 consists precisely of the Euler-

class-power torsion, it does not contain a non-zero divisor and hence cannot be generated by
a regular sequence (unless n = 0). The torsion in the ring LCn

p
is closely linked to the torsion

in the group of characters (Cn
p )

∗. Hence one might hope that IAB,n is generated by a regular
sequence whenever A is a torus, and indeed that is the case in all the cases we understand (cf.,
Remark 6.7).

Finally, in order to describe the Zariski topology we need one additional ingredient. When
A is infinite, the set of closed subgroups Sub(A) contains a non-trivial metric topology, turning
it into a totally-disconnected compact Hausdorff space. Together with the inclusions between
the invariant prime ideals, this topology determines the Zariski topology on Specinv(LA).

Theorem 1.5 (Theorem 7.5). The Zariski topology on Specinv(LA) has as basis the closed
subsets C which are
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(i) closed under upward inclusions, i.e., if IAB′,q,n′ ∈ C and IAB′,q,n′ ⊆ IAB,p,n, then IAB,p,n ∈ C,
and which

(ii) are locally constant on Sub(A) in the sense that if IAB,p,n ∈ C there exists a neighborhood
U of B such that IAB′,p,n ∈ C for all B′ ∈ U .

Comparing with [BGH20], we see that this description precisely matches the computation
of the topology on the Balmer spectrum, with IAB,p,n replaced by PA

B,p,n. Hence the assignment

IAB,p,n 7→ PA
B,p,n

yields a homeomorphism from Specinv(LA) (and hence |MA
FG|) to Spec(Spc

A). In the last section
we explain that this comparison map can be obtained less ad hoc via MUA-homology:

Theorem 1.6 (Section 8.1). Let X be a finite A-spectrum and IAB,p,n an invariant prime ideal.
Then the localization (MUA)IA

B,p,n
∧X is non-trivial if and only if the B-geometric fixed points

ΦBX are of type ≤ n at p, i.e, if and only if PA
B,p,n is in the Balmer support of X.

This shows that

X 7→ supp((MUA)∗X) ⊆ Specinv(LA) ∼= |M
A
FG|

defines a universal support theory on finite A-spectra and thus a homeomorphism Specinv(LA)→
Spec(Spc

A). Here, (MUA)∗X is the Mackey functor recording (MUB)∗ res
A
B X for all closed

subgroups B of A, and supp((MUA)∗X) is defined as the set of invariant prime ideals at which
the localization of this Mackey functor is non-trivial.

Our proof that X 7→ supp((MUA)∗X) is a support theory is independent of [BHN+19] and
[BGH20]; this already provides a continuous bijection Specinv(LA) → Spec(Spc

A), providing a
new proof of one half of their main theorems. This half has been dubbed the chromatic Smith
chromatic fixed point theorem in [Kuh21] and [BK23], where other proofs are given. To establish
that our support theory is universal, we need to invoke [BHN+19] and [BGH20] however.

We show in Proposition 8.12 that the support theory from Theorem 1.6 can alternatively
be built by viewing (MUA)∗X as defining quasi-coherent sheaves on MB

FG for every closed
B ⊆ A; the union of the supports of these sheaves agrees with supp((MUA)∗X) under the
homeomorphism Specinv(LA) ∼= |M

A
FG|. To show this, we establish in Proposition 8.9 how the

adjunction between SpA and SpA/B defined by geometric fixed points and pullback corresponds
on the algebraic level to pullback and pushforward along the open immersion MA/B

FG ⊆ MA
FG

from Proposition 3.11.
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2 Equivariant formal groups

The aim of this section is to recall some basic definitions and properties about equivariant
formal groups and equivariant formal group laws from [CGK00, Gre01, Str11, Hau22]. To make
our paper more self-contained, we replicate also some of the proofs in our language, and we
provide some small extensions of known results. Our treatment of equivariant formal groups is
far from exhaustive and especially [Str11] contains a wealth of results we do not touch upon.
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2.1 Basic definitions

In this subsection, we will recall the notions of an equivariant formal group and an equivariant
formal group law over a commutative ring k. The definition of an equivariant formal group law
is due to Cole, Greenlees and Kriz [CGK00] and our definition of an equivariant formal group
will be a variant of that of Strickland [Str11].

For us, a formal k-algebra is a complete linearly topologized commutative k-algebra with a
countable system of open ideals generating the topology. By [Yas09, Section 5.2], this is equiv-
alent to the full subcategory of pro-objects in commutative k-algebras, indexed on a countable
directed set with surjective transition maps. For us, the category of formal k-schemes is the
opposite of that of formal k-algebras. It can be viewed as the category of ind-objects in affine
k-schemes, indexed by a countable directed set with closed immersions as transition maps. We
will sometimes use the notation SpecR or SpfR for the formal k-scheme associated to a formal
k-algebra R, and OX for the formal k-algebra associated to a formal k-scheme X. The product
on affine k-schemes induces one on formal k-schemes, and this corresponds to the completed
tensor product on formal k-algebras.

We set S = Speck. Given a countable set M , we view S ×M as a formal scheme, namely
as the colimit over all S × N with N ⊆ M finite. This corresponds to giving kM the product
topology. If we just write M , we will apply this construction to SpecZ instead of S.

For a compact Lie group A, we will denote by A∗ = Hom(A,T) its Pontryagin dual, which
is always a discrete group. We use ǫ for the unit element in A∗.

Definition 2.1. Given a compact abelian Lie group A, an A-equivariant formal group over k
consists of a commutative group object X in formal k-schemes together with a group homo-
morphism ϕ : S × A∗ → X of formal k-schemes satisfying the following two conditions:

1. For the composite ϕǫ : S
idS ×ǫ
−−−−→ S×A∗ ϕ

−→ X, the augmentation ideal Iǫ = ker(R→ k) of
the induced map is fpqc-locally on k a free R-module of rank 1, where R = OX .

2. The topology on R is generated by products of the ideals IV = ker(R
ϕ∗
V−−→ k) for V ∈ A∗

and ϕV : S
idS ×V
−−−−−→ S × A∗ ϕ

−→ X.

Remark 2.2. In the above definition, one can easily replace Speck by an arbitrary quasi-
compact scheme S, with formal S-schemes being a suitable subcategory of the ind-category of
AffS, the category of schemes affine over S.

Our definition differs in two aspects from that put forward in [Str11, Definition 2.15]. First,
Strickland restricts to finite A∗. Second, Strickland asks ker(OX → k) to be free of rank 1
instead of locally free (cf. [Str11, Proposition 2.10]). We changed it so that our definition
satisfies descent. Note that we could have asked equivalently that the augmentation ideal is
Zariski locally on k a free R-module of rank 1 because line bundles satisfy fpqc-descent.

Remark 2.3. If we leave out the second condition in Definition 2.1, we get a notion we call
an A-equivariant group. The category of A-equivariant formal groups embeds into that of A-
equivariant groups and this inclusion has a right adjoint, called completion. Concretely, this re-
places R in the notation in Definition 2.1 by the formal k-algebra limV1,...,Vn∈A∗ R/(IV1 · · · IVn).
We will only use A-equivariant groups to complete them to A-equivariant formal groups.

Spelling out what we get in a more algebraic language if we fix a trivialization of the
augmentation ideal Iǫ gives us the notion of an equivariant formal group law.

Definition 2.4. An A-equivariant formal group law over k is a quadruple

(R,∆, θ, y(ε))

of a formal k-algebra R, a continuous comultiplication ∆: R → R⊗̂R, a map of k-algebras
θ : R→ kA

∗

and an orientation y(ǫ) ∈ R, such that

(i) the comultiplication is a map of k-algebras which is cocommutative, coassociative and
counital for the augmentation θǫ : R→ k,

(ii) the map θ is compatible with the coproduct, and the topology on R is generated by finite
products of the kernels of the component functions θV : R→ k for V ∈ A∗, and
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(iii) the element y(ǫ) is regular and generates the kernel of θǫ.

We refer to [CGK00] and [Hau22] for more information about equivariant formal group laws.

Remark 2.5. If we want to remember the base of an equivariant formal group law, we some-
times also write it as a quintuple (k,R,∆, θ, y(ε)).

Lemma 2.6. An A-equivariant formal group (SpecR,ϕ) over k together with an R-linear
isomorphism Iǫ ∼= R of the augmentation ideal is equivalent datum to an A-equivariant formal
group law over k.

Proof. The maps ∆ and θ are induced by the multiplication on SpecR and ϕ, respectively. The
element y(ε) corresponds to the trivialization of Iǫ = ker(R→ k).

Given any equivariant formal group G = (ϕ : A∗ → X) over S = Spec k, we obtain for every

V ∈ A∗ a morphism ϕV : S
idS ×V
−−−−−→ S×A∗ ϕ

−→ X. If R = OX , this corresponds to the morphism
θV : R→ k. Moreover, ϕ composed with left multiplication defines an A∗-action on X; for every
V ∈ A∗ this gives a map lV : R → R. In terms of the data of an equivariant formal group law
F = (k,R,∆, θ, y(ε)), this can explicitly be written as

lV : R
∆
−→ R⊗̂R

θV ⊗̂ idR−−−−−→ R.

Given V ∈ A∗, we set
y(V ) = lV (y(ǫ)) ∈ R,

which generates the kernel of θV −1 . If A is trivial, we have R ∼= kJyK. We want to describe an
analog for general A. A complete flag for A is a sequence of characters f = V1, V2, . . . ∈ (A∗)N

such that every character appears infinitely often. Given such a flag and n ∈ N, we set

y(Wn) = y(Vn)y(Vn−1) · · · y(V1).

Then every element x of R can be written uniquely as

x =
∑

n∈N

afny(Wn) (2.7)

for coefficients afn ∈ k [Hau22, Section 2.2]. Hence, as a k-module, R is isomorphic to a countable
infinite product of copies of k.

2.2 Lazard rings

Our aim in this subsection is to recall the definition of the universal ring for equivariant formal
group laws and to clarify its universal property. Let us begin by considering a very strict form
of morphisms of equivariant formal group laws.

Definition 2.8. A morphism between A-equivariant formal group laws (k1, R1,∆1, θ1, y(ε)1)
and (k2, R2,∆2, θ2, y(ε)2) is a pair of maps f : k1 → k2 and g : R1 → R2 which are compatible
with both the comultiplications ∆ and the augmentations θ and which send y(ε)1 to y(ε)2.

This leads to a category A-FGL of A-equivariant formal group laws. In [CGK00] it is
shown that this category has an initial object F uni, the ground ring of which is called the A-
equivariant Lazard ring and denoted LA. In fact, the category of A-equivariant formal group
laws is equivalent to the category of commutative rings under LA. To discuss this, note first
that the forgetful functor

A-FGL→ CRing, (k,R,∆, θ, y(ε)) 7→ k

into the category of commutative rings is cofibered in groupoids. Concretely this boils down to
the following two observations:
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• Every morphism of A-equivariant formal group laws whose first component f : k1 → k2 is
the identity map is an isomorphism. One observes indeed that the diagram

R1
//

∼=

&&▲
▲▲

▲▲
▲▲

▲▲
▲▲

R2

∼=
xxrr
rr
rr
rr
rr
r

∏
N
k1 =

∏
N
k2

obtained from Eq. (2.7) commutes. We call such an isomorphism living over the identity a
very strict isomorphism between A-equivariant formal group laws, in order to distinguish
from other kinds of isomorphisms.

• Given a morphism f : k1 → k2 and an A-equivariant formal group law F over k1, one
can define a pushforward f∗F over k2 with the usual universal property. Its underlying
k2-algebra is given by a completion of R ⊗k1 k2, where R is the underlying k1-algebra of
F (cf. [Gre01, Section 2.E], [Hau22, Section 2.3]).

Note that the only automorphism of an A-equivariant formal group law over k which is also a
very strict isomorphism is the identity map. Hence, given two A-equivariant formal group laws
over k, there either exists a unique very strict isomorphism between them or none at all. For
this reason it is usually harmless to identify two very strictly isomorphic A-equivariant formal
group laws, and we will often do so.

Now, given a map f : LA → k there is an induced A-equivariant formal group law f∗F
uni

over k obtained by pushing forward the universal A-equivariant formal group law. Given an
A-equivariant FGL F over k, we can apply this to the first component f : LA → k of the unique
map of A-equivariant formal group laws F uni → F . The resulting morphism f∗F

uni → F is
necessarily a very strict isomorphism. So, as claimed above, we obtain:

Corollary 2.9. The functor

CAlgLA
→ A-FGL, (f : LA → k) 7→ f∗F

uni

from commutative LA-algebras is an equivalence of categories. An inverse is given by sending
an A-equivariant formal group law F = (k,R,∆, θ, y(ε)) to the first component f : LA → k of
the unique morphism F uni → F .

Remark 2.10. The above proof is an instance of a general characterization of initial objects

X in categories cofibered in groupoids C
F
−→ D, namely that pushforward defines an equivalence

of DF (X)/− with C.

Remark 2.11. Non-equivariantly the k-algebra R is often fixed to be the power series ring
kJy(ε)K rather than a ring only isomorphic to it. With this convention, the category of formal
group laws is isomorphic (not merely equivalent) to the category of commutative rings under L.
In other words, every very strict isomorphism of formal group laws is the identity. Equivariantly
one needs to be a little more careful: The statement ‘A-equivariant formal group laws are
represented by the A-equivariant Lazard ring’ is only true up to this notion of very strict
isomorphism.

2.3 Global functorality

In this subsection, we will discuss both a covariant and a contravariant functoriality of the
category of A-equivariant formal groups in A.

Definition 2.12. Let α : B → A be a group homomorphism and let G = (B∗ → X) be a
B-equivariant formal group. We define the corestriction α∗G to be the A-equivariant formal

group, which is the completion of the A-equivariant group (A∗ α∗

−−→ B∗ → X)

Proposition 2.13. For every injective group homomorphism α : B → A, the functor α∗ from
B-equivariant formal groups to A-equivariant formal groups is fully faithful. The essential image
consists of those A-equivariant formal groups where the homomorphism from A∗ factors through
B∗.
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Proof. For every B-equivariant formal group G, by construction α∗G is the same group object as
G in formal schemes with the structure morphism A∗ → B∗ → G (since A∗ → B∗ is surjective,
no completion is necessary). This implies fully faithfulness.

Upon choosing coordinates, Definition 2.12 corresponds to the construction of [Hau22, Sec-
tion 2.4]: given a B-equivariant formal group law F = (k,R,∆, θ, y(ε)) and a group homomor-
phism α : B → A, there is an induced A-equivariant formal group law α∗F over the same ring

k, given by completing R at products of the ideals IV = ker(R
θV−−→ k) for those V ∈ B∗ which

are in the image of α∗ : A∗ → B∗. This defines a functor α∗ from B-equivariant formal group
laws to A-equivariant formal group laws, which induces a map α∗ : LA → LB on Lazard rings.
Hence we obtain a functor

L : (abelian compact Lie groups)op → commutative rings

which we call the global Lazard ring. As shown in [Hau22], LA is isomorphic to πA
∗ MUA and

our map α∗ corresponds to the restriction map on that level, explaining our terminology.

Remark 2.14. By Pontryagin duality, the opposite category of abelian compact Lie groups is
equivalent to the category of finitely generated abelian groups. Therefore, everything in this
paper could alternatively be phrased in terms of finitely generated abelian groups rather than
abelian compact Lie groups, and the more algebraically minded reader might prefer to do so.

In addition to this covariant functoriality, there is also a contravariant functoriality.

Definition 2.15. Let α : A→ C be a surjective group homomorphism and let G = (C∗ → X)
be a C-equivariant group. We define the coinduction α∗G to be the A-equivariant group (A∗ →
X ×C∗ A∗), where the target denotes the quotient of X × A∗ by the antidiagonal C∗-action.

Lemma 2.16. For α : A→ C a surjective group homomorphism and G a C-equivariant formal
group, α∗G is an A-equivariant formal group, i.e. needs no additional completion.

Proof. If G = (C∗ → SpecR) is a C-equivariant formal group, then

SpecR ×C∗ A∗ ∼= SpecMapC∗(A
∗, R).

The k-algebra MapC∗ (A∗, R) is isomorphic to
∏

A∗/C∗ R. As products of complete rings are
complete, the claim follows.

Proposition 2.17. Let α : A → C be a surjective group homomorphism. As functors between
C-equivariant formal groups and A-equivariant formal groups, α∗ is the left adjoint of α∗.

Proof. For an A-equivariant group G = (A∗ → X), define α̃∗G as C∗ → A∗ → X. Then
α∗ and α̃∗ are adjoints between C-equivariant groups and A-equivariant groups in the sense of
Remark 2.3. Since completion is a right adjoint, the result follows from the previous lemma.

2.4 Euler classes

Given an A-equivariant formal group law F = (R,∆, θ, y(ε)) over k, we can define Euler classes
in k. Recall that for V ∈ A∗, we set y(V ) = lV (y(ǫ)) ∈ R. The corresponding Euler class is

eV = θǫ(y(V )) = θV (y(ǫ)) ∈ k.

In terms of the associated equivariant formal group G = (ϕ : A∗ → X), we have

S ×ϕǫ,X,ϕV S ∼= Speck ⊗θǫ,R,θV k ∼= Speck/eV

with S = Speck and ϕV being the composite S ∼= S × {V } ⊆ S ×A∗ ϕ
−→ X. This implies:

Lemma 2.18. For a given equivariant formal group law with notation as above:

1. The Euler class eV is invertible iff S ×ϕǫ,X,ϕV S = ∅.

2. The Euler class eV is zero iff ϕV = ϕǫ.
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Spf(ZJtK)

Spf(ZJtK)

Spec(Z)
(2)

Figure 1: A schematic picture of ĜC2
m from Example 2.20

Thus, the vanishing or invertibility of Euler classes does not depend on chosen coordinates.
This allows us to generalize these concepts to A-equivariant formal groups in the following way:

Definition 2.19. For an A-equivariant formal group G = (ϕ : A∗ → X), we say that the Euler
class eV is invertible if S ×ϕǫ,X,ϕV S = ∅ and that eV is zero if ϕV = ϕǫ.

Informally, eV is invertible if and only if the images of S×{ǫ} and S×{V } in X are disjoint.

Example 2.20. Let Gm = SpecZ[x±1] be the multiplicative group over S = SpecZ. We choose
the group homomorphism ϕ : C2 = (C2)

∗ → Gm picking the units {±1} in Z. This defines the
structure of a C2-equivariant group, and its completion is a C2-equivariant formal group we call
Ĝ

C2
m . Let V ∈ (C2)

∗ be the unique non-trivial character. One computes

SpecZ×
ϕǫ,Ĝ

C2
m ,ϕV

SpecZ ∼= SpecZ×ϕǫ,Gm,ϕV SpecZ ∼= SpecZ/2.

Thus, eV = ±2, depending on the choice of coordinate. See also [Str11, Section 7] and [Gre01,
Section 7] for more information on this and related examples. Note in particular that our
example is the pushforward of the true C2-equivariant multiplicative formal group (given by a
completion of SpecZ[(C2 ×T)∗]) along the map Z[C∗

2 ]→ Z classifying ±1.

We will use several times the following lemma, taken from [Hau22, Corollary 2.8] and the
explanation thereafter:

Lemma 2.21. Let B ⊆ A be a subgroup. Then the restriction map LA → LB is surjective,
with kernel IBA generated by the Euler classes eV where V is running over a generating set of
ker(A∗ → B∗).

Similarly, the following holds on the level of equivariant formal groups.

Proposition 2.22. Let G be an A-equivariant formal group.

1. Let α : A→ C be a surjective group homomorphism. Assume that for V /∈ im(C∗ → A∗),
the Euler class eV is invertible. Then α∗α∗G→ G is an isomorphism.

2. Let α : B → A be an injective group homomorphism. Assume that for V ∈ ker(A∗ → B∗),
we have eV = 0. Then G is in the essential image of α∗.

Proof. Let G = (ϕ : A∗ → X). Fixing a coordinate y(ǫ) Zariski-locally and choosing a complete
flag, X is defined by the directed system (SpecR/(y(V1) · · · y(Vn)))n and each of these terms
has underlying space

⋃n
i=1 im(ϕVi) ⊆ SpecR.

In the first item, Lemma 2.18 implies that im(ϕV ) and im(ϕW ) intersect each other in
SpecOX only if [V ] = [W ] ∈ A∗/C∗. Thus, the underlying space of (SpecR/(y(V1) · · · y(Vn)))n
decomposes into closed subspaces

∐
ν∈A∗/C∗

⋃
Vi∈ν im(ϕVi), of which only finitely many are

non-empty. This induces decompositions of the schemes SpecR/(y(V1) · · · y(Vn))) and we obtain
thus an A∗-equivariant isomorphism G ∼=

∐
A∗/C∗ α∗G on the level of formal schemes.

By construction, α∗α∗G decomposes in the same way. On the unit copy, the map α∗α∗G→
G is an isomorphism since α∗α

∗α∗G → α∗G is one by Proposition 2.17. For the other copies,
this follows by the A∗-equivariance of the map α∗α∗G→ G.

For the second item: by definition, the structure morphism ϕ : A∗ → X of G factors as

A∗ → B∗ ϕ′

−→ X. The result follows from Proposition 2.13.
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The second part is also true in the setting of equivariant formal group laws, as shown in
[Hau22, Lemma 2.7]. The analog of the first part becomes more complicated as α∗α∗G does
not have a canonical coordinate; we will talk more about it in Proposition 2.25.

Corollary 2.23. Let α : A→ B be a surjective group homomorphism. Then α∗ is a fully faithful
embedding from the category of B-equivariant formal groups to that of A-equivariant formal
groups. The image consists of those A-equivariant formal groups such that eV is invertible for
V not in the image of B∗ → A∗.

Proof. If G is a B-equivariant formal group, then α∗G has the property that eV is invertible for
V not in the image of B∗ → A∗ by construction. By the preceding proposition, invertibility of
these Euler classes characterizes the image of α∗. Moreover, α∗ is fully faithful sinceG→ α∗α

∗G
is an isomorphism by construction.

The following proposition provides essentially a classification of equivariant formal groups
over fields. The same statement already appears in [Str11, Corollary 8.3].

Proposition 2.24. Let k be a field and G be an A-equivariant formal group over k. Denote
by A/B the Pontryagin dual of the subgroup {V ∈ A∗ : eV = 0} ⊆ A∗ Denote further by

A
q
−→ A/B

i
←− {1} the obvious morphisms. Then G ∼= q∗i∗p∗G, where p∗G is the non-equivariant

formal group defined by p : A→ {1}.

Proof. Assume eV = 0, i.e. ϕǫ = ϕV . By the A∗-action, this implies ϕW = ϕV W for every
W ∈ A∗. Setting W = V −1, this implies eV −1 = 0. Moreover, if ϕǫ = ϕW , this implies
ϕǫ = ϕV W . Thus, {V ∈ A∗ : eV = 0} ⊆ A∗ is indeed a subgroup.

Since k is a field, eV = 0 iff eV is not invertible. By Proposition 2.22, we thus have G ∼= q∗i∗Γ
for some non-equivariant formal group Γ over k. One computes Γ ∼= p∗q

∗i∗Γ ∼= p∗G.

For any A, let ΦAL = LA[e
−1
V ] be the localization of LA away from all Euler classes eV for

V 6= ǫ. Our results above let us compute ΦAL quite explicitely (cf. [Gre01, Corollary 6.4] and
[Hau22, Proposition 2.11]).

Proposition 2.25. There is an isomorphism of the form

ΦAL ∼= L[(bV0 )±1, bVi | i > 0, V ∈ A∗ − {ǫ}].

Proof. The ring ΦAL classifies A-equivariant formal group laws F = (R,∆, θ, y(ε)) such that eV
is invertible for all V 6= ǫ. By Proposition 2.22, R ∼= map(A∗, R̂), where R̂ is the completion of
R at the augmentation ideal. The structure of F determines the structure of a non-equivariant
formal group law p∗F on R̂, where p : A → {1} is the projection; in particular, we obtain an

isomorphism R̂ ∼= kJyK, where y is the image of y(ǫ). Vice versa, ∆ and θ are determined

by p∗F . In particular, θǫ is the composite map(A∗, R̂)
evǫ−−→ R̂ → k. Thus we see that F is

determined by p∗F , plus a choice of y(ǫ) mapping to y under evǫ. Such y(ǫ) are exactly those
elements (yV ) ∈ map(A∗, kJyK) such that yǫ = y and yV = bV0 + bV1 y + · · · with bV0 ∈ k

×. This
gives the result.

Remark 2.26. The elements bVi ∈ ΦAL in the previous proposition already come from elements
γV
i ∈ LA, which are uniquely defined by the property that

eǫ⊗τ = γV
0 + γV

1 eV −1⊗τ + γV
2 (eV −1⊗τ )

2 + . . .+ γV
n (eV −1⊗τ )

n ∈ LA×T/(eV −1⊗τ )
n+1,

for all n ∈ N. Here, τ ∈ T
∗ denotes the tautological character for the circle group T. In

particular, γV
0 equals the Euler class eV . The elements γV

i are natural in the sense that α∗γV
i =

γα∗V
i for every group homomorphism α : B → A. We refer to [Hau22, Section 2.7] for more

details on this construction.
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2.5 The relationship between Lazard rings at different groups

and their completions

While not needed for our classification of invariant prime ideals, it will be necessary for our
study of containments between invariant prime ideals to have a deeper look upon how Lazard
rings at different groups relate. These properties are all based on the identification of the global
Lazard ring with equivariant complex bordism in [Hau22].

Proposition 2.27 ([Hau22], Proposition 5.50, Corollary 5.33, Lemma 5.28). 1. For every A
and every non-torsion character V ∈ A∗, the sequence

0→ LA
eV ·
−−→ LA

resAker(V )
−−−−−−→ Lker(V ) → 0

is exact. In particular, all Euler classes eV ∈ LA for non-torsion characters V are non-
zero divisors.

2. For every A, the complete LA-Hopf algebra R of the universal A-equivariant formal group
law is canonically isomorphic to the completion

lim
n∈N,V1,...,Vn∈A∗

(LA×T)/IV1 · · · IVn ,

where IVj is the kernel of the restriction map (id, Vj)
∗ : LA×T → LA. More generally,

R⊗̂n is a completion of LA×Tn . Under this identification

(a) the comultiplication R → R⊗̂R and the augmentations θV : R → LA are induced by
the maps (idA,m)∗ : LA×T → LA×T×T and (idA, V )∗ : LA×T → LA on completion,
and

(b) the elements y(V ) are the image of eV ⊗τ ∈ LA×T under the completion map, where
τ ∈ T

∗ is the tautological character.

The special case of (2) for A the trivial group is particularly important: Completing LTn

at the kernel I of the augmentation LTn → L yields a power series ring on n generators
LJy1, y2, . . . , ynK, where yi is the Euler class of the i-th projection T

n → T. Moreover, the
isomorphism

(LTn)∧I ∼= LJy1, y2, . . . , ynK

is natural in T
n, where

• the functoriality of (LTn)∧I is induced by the global functoriality of LTn , and

• the functoriality of LJy1, y2, . . . , ynK is through the universal formal group law over L.

For example, for any n ∈ N the square

LT

c //

[n]∗

��

LJyK

[n]F

��

LT c
// LJyK

commutes, where [n] : T → T is the nth power map, and [n]F : LJyK → LJyK sends y to the
n-series [n]F (y) with respect to the universal formal group law. This implies that the Euler
class eτn ∈ LT for the nth power map on T is sent to the n-series [n]F (y) under the completion
map. Similar statements hold for the collection of LA×Tn for fixed A and varying T

n.
We further record, where again τ : T→ T denotes the identity character:

Corollary 2.28. Let x ∈ LT be an element whose image in LJyK is of the form λyk +
higher order terms. Then x is uniquely divisible by ekτ and the quotient x/ekτ restricts to λ
at the trivial group.

Proof. First we note that eτ ∈ LT is a regular element by Proposition 2.27. Hence division by eτ
is always unique if possible. By induction on k the corollary then follows from the following
facts, for an element z ∈ LT and its image c(z) ∈ LT:
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1. z is divisible by eτ if and only if resT1 (z) = 0.

2. The leading coefficient of c(z) is equal to resT1 (z).

3. If resT1 (z) = 0 and hence z is divisible by eτ , then c(z/eτ ) = c(z)/y.

Note that the global functoriality makes every equivariant Lazard ring LA an algebra over
the non-equivariant Lazard ring L, and that all restriction maps α∗ : LA → LB are L-algebra
maps. We have the following:

Proposition 2.29 ([Hau22], [Com96]). LA is free as a module over L, for every abelian compact
Lie group A.

Corollary 2.30. The exact sequences of L-modules in Part 1 of Proposition 2.27 are split
exact. In particular, they remain exact after applying any additive functor.

The following special case is of particular importance to us:

Corollary 2.31. Let n ∈ N = N ∪ {∞} and In ⊆ L be the ideal generated by (v0, . . . , vn−1).
Then for every A and every non-torsion character V ∈ A∗, the sequence

0→ LA/In
eV ·
−−→ LA/In

resAker(V )
−−−−−−→ Lker(V )/In → 0

is exact. In particular, the Euler classes eV ∈ LA for non-torsion characters V ∈ A∗ remain
non-zero divisors in LA/In. In the terminology of [Hau22], the assignment

A 7→ LA/In

(together with the image of eτ under LT → LT/In) is a regular global group law.

3 The Lazard Hopf algebroid and its associated stack

3.1 Strict isomorphisms and the Lazard Hopf algebroid

In this subsection, we will introduce one of our main objects of study, the Hopf algebroid
(LA, SA) for equivariant formal group laws. There is a hierarchy of notions of isomorphisms
between (equivariant) formal group laws, namely

• isomorphisms, which do not need to respect the coordinate and are thus really isomor-
phisms between the underlying (equivariant) formal groups;

• strict isomorphisms, which respect the coordinate up to quadratic terms;

• very strict isomorphisms as in Section 2.2, which respect the coordinate strictly.

Already classically, strict isomorphisms are especially relevant since the Hopf algebroid modeled
on them gives (MU∗,MU∗MU).

Definition 3.1. A strict isomorphism between two A-equivariant formal group laws

(k,R1,∆1, θ1, y(ε)1) and (k,R2,∆2, θ2, y(ε)2)

over the same ground ring k is a k-linear isomorphism

ϕ : R1
∼=−→ R2

of Hopf algebras over kA
∗

such that y(ε)1 is sent to y(ε)2 modulo I2ε , where Iε is the aug-
mentation ideal in R2. Explicitly, this means that (ϕ ⊗ ϕ) ◦ ∆1 = ∆2 ◦ ϕ, θ2 ◦ ϕ = θ1 and
ϕ(y(ε)1) = x · y(ε)2 for some unit x ∈ R2 which augments to 1 ∈ k.

By definition, strict isomorphisms need not preserve the coordinate, hence they are generally
not morphisms of formal group laws in the sense of Section 2.2. On the other hand, every very
strict isomorphism is both a strict isomorphism and an isomorphism in the category of A-
equivariant formal group laws.
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Let SI be the category of strict isomorphisms of A-equivariant formal group laws. More
precisely, its objects are quadruples (k, F 1, F 2, ϕ) consisting of a commutative ring k, two A-
equivariant formal group laws F 1 and F 2 over k and a strict isomorphism ϕ between them.
Morphisms between two such quadruples (k1, F

1
1 , F

2
1 , ϕǫ) and (k2, F

1
2 , F

2
2 , ϕ2) are given by a

pair of morphisms f1 : F
1
1 → F 1

2 and f2 : F
2
1 → F 2

2 with the same underlying map k1 → k2,
such that

R1
1

ϕǫ //

f1

��

R2
1

f2

��

R1
2 ϕ2

// R2
2

commutes.

Proposition 3.2. The category SI has an initial object, whose underlying ring SA is a local-
ization of an infinite polynomial ring LA[a

f
1 , a

f
2 , . . . ] over the Lazard ring LA.

By Remark 2.10, we can equivalently say that the functor

CAlgSA
→ SI

(f : SA → k) 7→ (k, (f1)∗F
uni, (f2)∗F

uni, id)

is an equivalence of categories. Here, we use that SI is again cofibered in groupoids over
commutative rings.

Before we prove the proposition, it will be good to review two general results about the
maps θV : R → kA

∗

→ k for an A-equivariant formal group law (k, R,∆, θ, y(ε)). Recall that
after choosing a complete flag f we can write every element x ∈ R uniquely as

x =
∑

n∈N

afny(Wn)

Given V ∈ A∗, we have

θV (x) =
∑

n∈N

afnθV (y(Wn)) =
∑

n∈N

afneV Wn ,

where eV Wn is defined as the product eV ·VneV ·Vn−1 · · · eV ·V1 . This is a finite sum, since eV Wn =
0 if there exists some i ≤ n where Vi = V −1. We obtain:

Lemma 3.3. The augmentation θV is a linear combination of afn whose coefficients are products
of Euler classes.

Moreover, we have the following:

Lemma 3.4. Let F = (k,R,∆, θ, y(ǫ)) be an A-equivariant formal group law. Then an element
x ∈ R is a unit if and only if θV (x) is a unit in k for all V ∈ A∗.

Proof. See [Hau22, Lemma 2.3].

Proof of Proposition 3.2. For every object (k, F 1, F 2, ϕ) ∈ SI we can define a new A-equivariant

formal group law F̃ 2 for which the components k, R,∆ and θ agree with those of F 1, but ỹ(ε)2
is defined as ϕ−1(y(ε)2), the preimage of the coordinate of F 2 under ϕ. Then we obtain a new

object (k, F 1, F̃ 2, idR1) which is isomorphic in SI to (k, F 1, F 2, ϕ) via the commutative square

F 1 id //

id

��

F̃ 2

ϕ

��

F 1 ϕ
// F 2

Note that the two vertical maps are in fact very strict isomorphisms of A-equivariant formal
group laws. In summary, every object of SI is isomorphic to one of the form (k, F1, F2, id), where
F1 and F2 are given by the same kA

∗

-augmented k-Hopf algebra and the strict isomorphism
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is the identity. This is the same data as a single A-equivariant formal group law F together
with a second choice of coordinate y(ε)2 = x · y(ε)1 for some unit x ∈ R which augments to 1.
Up to very strict isomorphism we can further assume that F is the push-forward along a map
LA → k. We claim that the functor sending an A-equivariant formal group law to the set of all
units x ∈ R augmenting to 1 is representable by an LA-algebra SA. Indeed, a presentation for
SA is given by

SA = LA[a
f
1 , a

f
2 , . . .][PV (1, af1 , a

f
2 , . . .)

−1 | V ∈ A∗ − {ε}] (3.5)

where f is a complete flag starting with ε and PV is the linear combination expressing θV in
terms of the coefficients with respect to f ; see Lemma 3.3 and Lemma 3.4. Here we use that the
units augmenting to 1 are precisely the elements of the form 1 +

∑
n∈N+ a

f
ny(Wn), with y(Wn)

as in the end of Section 2.1.
Thus, the functor

CAlgSA
→ SI

(f : SA → k) 7→ (k, (f1)∗F
uni, (f2)∗F

uni, id)

is an equivalence of categories.

Remark 3.6. The same proof shows that the category of all (not necessarily strict) isomor-
phisms also has an initial object, whose underlying ring is SA[(a

f
0)

±1]. In fact, the only difference
in the proof is that the equation for the unit x is now of the form

∑
n∈N

afny(Wn) so that the
presentation for the analog of SA becomes

LA[a
f
0 , a

f
1 , a

f
2 , . . .][(a

f
0 )

−1, PV (af0 , a
f
1 , a

f
2 , . . .)

−1 | V ∈ A∗ − {ε}].

Since PV (af0 , a
f
1 , a

f
2 , . . .) = af0PV (1,

a
f
1

a
f
0

,
a
f
2

a
f
0

, . . .), this ring is indeed isomorphic to

LA[(a
f
0 )

±1,
a
f
1

a
f
0

,
a
f
2

a
f
0

, . . .][PV (1,
a
f
1

a
f
0

,
a
f
2

a
f
0

, . . .)−1 | V ∈ A∗ − {ε}] ∼= SA[(a
f
0 )

±1].

There are functors
s, t : SI→ A-FGL

sending a strict isomorphism to its source and target, respectively, as well as an ‘identity’ functor

A-FGL→ SI,

an ‘inverse’ functor
i : SI→ SI

and a ‘composition’
c : SI× SI→ SI,

which restrict to the full subcategory of those objects of SI where the isomorphism ϕ is given by
the identity. By representability we obtain analogous source and target maps s, t : LA → SA, an
identity map SA → LA, an inverse map i : SA → SA and a composition map c : SA → SA⊗LASA.

Corollary 3.7. The pair (LA, SA) together with the above structure defines a Hopf algebroid
i.e. a cogroupoid object in commutative rings. The associated functor

CRing→ Groupoids

is equivalent to the one sending a commutative ring k to the groupoid of A-equivariant formal
group laws over k and strict isomorphisms between them.

Remark 3.8. The Hopf algebroid (LA, SA) has a natural grading. This can be constructed in
three equivalent ways:
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• [Hau22, Corollary 5.6] shows that the global Lazard ring admits a unique grading such
that it defines a graded global group law. By the same arguments, the ‘universal global
group law with a strict n-tuple of coordinates’ L(n) (cf., [Hau22, Section 5.8]) also carries
a unique grading for every n such that the coordinates have degree −2. The source-target
maps s, t : L→ L

(2), the identity map L
(2) → L, the inverse map i : L(2) → L

(2) and the
composition map c : L(2) → L

(3) all preserve this grading, since they are defined through
their effect on the respective coordinates. Evaluating these maps at a group A yields the
Hopf algebroids (LA, SA), which hence inherit a grading compatible with all restriction
and inflation maps.

• The groupoid-valued functor represented by (LA, SA) admits a Gm-action from multiply-
ing the coordinate of the equivariant formal group law by a unit u and acting on strict
isomorphisms by multiplying afn by un. This corresponds to an even grading on (LA, SA),
putting e.g. afn in degree 2n.

• By its interpretation as representing the groupoid of A-equivariant formal group laws and
isomorphisms between them (see Remark 3.6), (LA, SA[(a

f
0 )

−1]) obtains the structure of
a Hopf algebroid. An element s in SA is of degree 2n if applying the composition map
SA[(a

f
0 )

−1]→ SA[(a
f
0 )

−1]⊗LA SA[(a
f
0 )

−1] to s gives (af0 )
nc(s), where c : SA → SA⊗LA SA

is the composition map of (LA, SA).

One can show that this is the same grading coming from the isomorphism

(LA, SA) ∼= (πA
∗ MUA, π

A
∗ MUA ∧MUA)

from [Hau22, Theorem E].

Given a strict isomorphism ϕ : F1
∼= F2 of B-equivariant formal group laws and a group

homomorphism α : B → A, we obtain an induced strict isomorphism α∗ϕ : α∗F1
∼= α∗F2 by

completion. This assignment is compatible with composition of strict isomorphisms. Therefore,
the functor L from Section 2.3 extends to a functor

L : (abelian compact Lie groups)op → Hopf algebroids,

which we call the global Lazard Hopf algebroid.

3.2 The moduli stack of equivariant formal groups

We have discussed above that the Hopf algebroid (LA, SA) represents the functor sending a
commutative ring to the groupoid of A-equivariant formal group laws and strict isomorphisms
between them. As discussed in Remark 3.8, (LA, SA) is naturally a graded Hopf algebroid. On
the other hand, we have discussed in Remark 3.6 the ungraded Hopf algebroid (LA, SA[a

±1
0 ])

classifying A-equivariant formal group laws and all isomorphisms between them. It is easy to
see that this is precisely the ungraded Hopf algebroid associated to the graded Hopf algebroid
(LA, SA) in the sense of [MO20, Section 4.1].1 We will follow [MO20, Definition 4.1] by defining
the stack associated to a graded Hopf algebroid as the fpqc-stackification of the groupoid-
valued functor corepresented by its associated ungraded Hopf algebroid. In particular, the
stack associated to the graded Hopf algebroid (LA, SA) is the same as the stack associated
to the ungraded Hopf algebroid (LA, SA[a

±1
0 ]). Equivalently, it is the quotient of the stack

associated to (LA, SA) by the Gm-action induced by the grading.

Proposition 3.9. Sending an A-equivariant formal group law to its underlying A-equivariant
formal group defines an equivalence from the stack associated to the graded Hopf algebroid
(LA, SA) to MA

FG, the (pseudo-)functor sending a commutative ring to the groupoid of A-
equivariant formal groups over it.

Proof. It suffices to show that MA
FG is an fpqc-stack. Indeed: denote the stack associated to

the graded Hopf algebroid (LA, SA) by XA; equivalently, this is the stack associated to the
ungraded Hopf algebroid (LA, SA[a

±1
0 ]). Since the augmentation ideal of every A-equivariant

formal group (X,ϕ) is by definition fpqc-locally trivial, (X,ϕ) comes after fpqc-base change

1[MO20] uses an algebraic grading convention, while we use a topological one; thus one has to double all degrees.
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from an A-equivariant formal group law (see Lemma 2.6). Thus, XA → M
A
FG is essentially

surjective as a functor of stacks. Moreover, it is fully faithful since isomorphisms between A-
equivariant formal group laws are precisely isomorphisms of the underlying A-equivariant formal
groups. Thus, it remains to show that MA

FG satisfies fqpc-descent on morphisms and objects.
Given two formal k-schemes X and Y , the functor

k-algebras→ Set, K 7→ HomK(X ×Speck SpecK, Y ×Speck SpecK)

is an fpqc-sheaf. Indeed, if we view X and Y as ind-objects (Xi) and (Yj), we can rewrite this
Hom as limi colimj HomK(Xi ×Speck SpecK,Yj ×Speck SpecK) and equalizers commute with
filtered colimits in sets. This easily implies that MA

FG satisfies fpqc-descent on morphisms.
Let Fin(A∗) denote the directed set of finite multi subsets of A∗ (i.e. elements can occur

more than once), ordered by inclusion. Sending an A-equivariant formal group (X,ϕ) over k

to the system (SpecOX/I), where I runs over all finite products of the ker(OX
φ(V )∗

−−−−→ k) for
V ∈ A∗, defines a functor from A-equivariant formal groups over k to Fun(Fin(A∗),Affk).

Given a descent datum for A-equivariant formal groups for the fpqc-cover T → S, we thus
obtain a descent datum for a Fin(A∗)-diagram of affine schemes (with closed immersions as
transition maps), which descends thus to a Fin(A∗)-diagram of closed immersion in Affk. This
diagram defines a formal k-scheme X. By descent for morphisms between formal k-schemes,
X obtains a group structure and also a group homomorphism ϕ : S ×A∗ → X. Conditions (1)
and (2) for an A-equivariant formal group are fulfilled by construction.

Remark 3.10. As every equivariant formal group comes Zariski-locally from an equivariant for-
mal group law, in our case only a Zariski-stackification was necessary to pass from (LA, SA[u

±1])
toMA

FG.

Proposition 3.11. Let B ⊆ A be a subgroup of an abelian group A. Denote by α : B → A the
inclusion and by q : A→ A/B the projection.

(i) The functor q∗ induces an open immersion MA/B
FG →MA

FG whose image is the common
non-vanishing locus of the Euler classes eV for all V /∈ im((A/B)∗ → A∗).

(ii) The functor α∗ induces a closed immersion MB
FG → M

A
FG, inducing an equivalence of

MB
FG to the common vanishing locus of the eV for all V ∈ ker(A∗ → B∗).

Proof. The first part is a reformulation of Corollary 2.23. The immersion is open since it is
open after pullback to SpecLA.

For the second, note that by Proposition 2.22 every A-equivariant formal group such that
eV = 0 for all V ∈ ker(A∗ → B∗) is of the form α∗G for G a B-equivariant formal group.
Moreover, by construction, this vanishing of Euler classes is true for all A-equivariant formal
groups of the form α∗G and thus characterizes the image of α∗. The substack given by this
image is closed since it is closed after pullback to SpecLA. Moreover, α∗ is fully faithful by
Proposition 2.13.

Remark 3.12. With notation as in the preceding proposition, we have α∗α∗G ∼= G for every
B-equivariant formal group G and H ∼= q∗q

∗H for every A/B-equivariant formal group H .
Thus, the substacks in the preceding proposition are retractive.

Example 3.13. Proposition 3.11 gives closed immersions ofM{1}
FG andMC2

FG intoMC4
FG. The

first is the common vanishing locus of all Euler classes (which equals the vanishing locus of the
Euler class of one of the two generators of (C4)

∗, cf. Proposition 2.24). Its complement is the
open substack given by the non-vanishing locus of the Euler class of the generators and hence
equivalent to MC4/C2

FG . The second, i.e. the closed immersion of MC2
FG, equals the vanishing

locus of e[2] for [2] : C4
[2]
−→ C4 →֒ T. Its complement is an open substack equivalent toMC4/C4

FG ,
the non-vanishing locus of all Euler classes of non-trivial characters.

For a non-cyclic group A the situation is more complicated, and we cannot expect that the
complement of the closed substack MB

FG in MA
FG can be expressed as a single open substack

MA/C
FG in general and vice versa. In general, the complement of MB

FG inMA
FG can be written

as the union of the open substacks MA/C
FG where C runs over the minimal subgroups of A not

contained in B. We have indicated the situation for A = C2 × C2 in Fig. 3.
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1 C2 C4

M
{1}
FG M

C4/C2

FG

1 C2 C4

MC2

FG M
C4/C4

FG

Figure 2: Decompositions of MC4

FG into open and closed substacks, using misty rose for open and
lavender for closed

C2 × C2

{1} × C2 C2 × {1}∆

{1} × {1}

M∆
FG

M
C2×(C2/C2)
FG ∪ M

(C2/C2)×C2

FG

C2 × C2

{1} × C2 C2 × {1}∆

{1} × {1}

M
C2×C2/∆
FG

M
{1}×C2

FG ∪ M
C2×{1}
FG

Figure 3: Decompositions of MC2×C2

FG into open and closed substacks, ∆ being the diagonal subgroup

4 Points of the moduli stack of equivariant formal groups

and invariant prime ideals

The goal of this section is to classify the points of MA
FG and the invariant prime ideals of

(LA, SA). Although the latter could be done without the former, we feel that both questions
are of the same importance and the stack point of view makes some issues more transparent.

4.1 The space associated to a stack

As mentioned above, given a graded flat Hopf algebroid (A,Γ), we can associate an ungraded
Hopf algebroid (A,Γ[u±1]) to it (see e.g. [MO20, Section 4.1]).2 The category of comodules
over the latter is equivalent to that of graded comodules over (A,Γ). The stack X associated
to (A,Γ) is by definition the stack associated to (A,Γ[u±1]), i.e. the fpqc-stackification of the
presheaf of groupoids represented by (A,Γ[u±1]) on the category of all schemes. We denote the
resulting morphism SpecA→ X by π.

Definition 4.1. Let (A,Γ) be a Hopf algebroid with units ηL and ηR. An ideal I ⊆ A is called
invariant if ηL(I)Γ = ηR(I)Γ. If (A,Γ) is graded, we will assume that I is also graded, i.e.
generated by homogeneous elements.

It is easy to check that invariant ideals in a graded Hopf algebroid (A,Γ) correspond exactly
to graded subcomodules of A and thus to ideal sheaves on X . Here, we use that π∗ : QCoh(X )→
QCoh(SpecA) ≃ ModA refines to an equivalence from quasi-coherent OX -modules to graded
(A,Γ)-comodules.

2Standard conventions force us to use A as part of the notation of a general Hopf algebroid, while A stands in
most of this article for a compact abelian Lie group. We trust that this does not cause confusion.
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Following [LMB00, Section 5] and [Aut, Tag 04XL] in the case of Artin stacks, we can
associate a topological space to X . To that purpose recall that U → X is an open immersion if
the pullback U ×X SpecA→ SpecA is an open immersion.

Definition 4.2. For X as above, define the underlying set of |X | to consist of equivalence
classes of morphisms x : SpecK → X for K a field; the equivalence relation is generated by
isomorphisms and x ∼ (SpecL → SpecK

x
−→ X ), where L is a field extension of K. We call a

subset of |X | open if it is the image of |U| → |X | for an open immersion U → X .

Equivalently, we can characterize the opens as the images of those opens in SpecA that are
invariant, i.e. have the same preimage along both the left and right unit SpecΓ[u±1]→ SpecA.
Indeed: by descent, an open immersion U → X corresponds to an open immersion V → SpecA
with an isomorphism V×SpecASpecΓ[u±1] ∼= SpecΓ[u±1]×SpecAV over SpecΓ[u±1] satisfying a
cocycle condition. But the category of open immersions into some X with isomorphisms over X
between them is equivalent to the discrete category of open subsets of X, yielding the required
equivalence. Since invariant opens in SpecA form a topology, we deduce that the opens in
|X | form a topology. One further checks that the map induced by any morphism of stacks is
continuous.

Our definition coincides with that of [LMB00] and [Aut] in the intersection of their domains,
e.g. when X is an affine scheme, where we get the usual topology.

Proposition 4.3. Let (A,Γ) be a graded Hopf algebroid with associated stack X . Then:

1. For every invariant prime ideal I ⊆ A, the image of V (I) ⊆ |SpecA| is closed in |X | and
ηI = |π|(η) for η the generic point of V (I) (i.e. the point in |SpecA| corresponding to I)
is generic (i.e. {ηI} = |π|(V (I))).

2. Mapping I to ηI defines an injection from the set of invariant prime ideals Specinv(A)
in A to |X |. Equipping Specinv(A) with the subspace topology from SpecA, this map is
continuous; if it is a bijection, it is a homeomorphism.

Proof. For the first point, observe first that for every invariant ideal I , the set V (I) is invariant
and hence the complement of V (I) defines an invariant open. Thus the image in |X | is open.
Moreover, |π|−1(|π|(V (I))) = V (I). Thus |π|(V (I)) is the complement of |π|(| SpecA| \ V (I))
and thus closed.

Assume now that I is an invariant prime ideal. Let ηI be the image of the generic point η
of V (I). Then {ηI} ⊆ |π|(V (I)) = |π|{η} ⊆ {ηI} and hence {ηI} = |π|(V (I)).

For the injectivity of Specinv A → |X |, let I, J ⊆ A be two invariant prime ideals with
ηI = ηJ . By the first point, this implies that |π|(V (I)) = |π|(V (J)) and hence V (I) = V (J).
Thus, I = J .

The continuity of Specinv(A)→ |X | follows from that of SpecA→ |X |. An arbitrary closed
set of Specinv A is of the form V (I)∩ Specinv(A) for some ideal I ⊆ A. Set I ′ =

⋂
I⊆J J , where

the J ⊆ A run over all invariant ideals containing I . Then V (I)∩Specinv A = V (J)∩Specinv A.
If |π| : Specinv A→ |X | is a bijection, |π|−1(|π|(V (J))) = V (J) implies |π|(V (J)∩SpecinvA)) =
|π|(V (J)) and this is closed by the first part.

We warn the reader that in general, the preimage of an irreducible closed subset of |X | won’t
be irreducible in |SpecA| and thus does not correspond to an invariant prime ideal.

Proposition 4.4. Let A be a compact abelian Lie group. The underlying set of |MA
FG| is in

bijection with the product of the set Sub(A) of closed subgroups of A and |MFG|. For a given
A-equivariant formal group G over a field, the point in |MFG| is the pushforward of G along
p : A→ {e}, and the subgroup is Pontryagin dual to A∗/{V ∈ A∗ : eV = 0}.

Proof. Given a closed subgroup B of A and a non-equivariant formal group Γ over a field k, we

obtain an A-equivariant formal group via q∗i∗Γ, where A
q
−→ A/B

i
←− {1}. By Proposition 2.24,

every A-equivariant formal group G over a field k is isomorphic to one of this form. Here, the
projection A → A/B is Pontryagin dual to the subgroup {V ∈ A∗ : eV = 0} and thus B is
uniquely defined by G. Moreover, necessarily Γ ∼= p∗G. This implies that two A-equivariant
formal groups G1 and G2 defined over the same field k are isomorphic if and only if they have
the same associated closed subgroup and their completions p∗G1 and p∗G2 are isomorphic as
non-equivariant formal groups, proving the claim.

https://stacks.math.columbia.edu/tag/04XL
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We recall that |MFG| has been computed by Honda: its points are classified by a pair (p, n),
where p ≥ 0 is the characteristic of the field and n ∈ N = N ∪ {∞} is the height of the formal
group, with n = 0 if p = 0. We will below always identify |MFG| with such pairs.

Remark 4.5. By Proposition 3.11, there is an open immersion MA/B
FG →MA

FG for any closed

subgroup B ⊆ A and hence |MA/B
FG | is homeomorphic to an open subset of |MA

FG|. Given
C ⊆ A/B, the point corresponding to (C, p, n) is (q−1(C), p, n) for q : A→ A/B the projection.
Indeed, for a A/B-equivariant formal group G over a field corresponding to (C, p, n), we have

{V ∈ A∗ : eV = 0} = q∗({V ∈ (A/B)∗ : eV = 0}) = q∗(((A/B)/C)∗).

The Pontryagin dual of A∗/q∗(((A/B)/C)∗) is precisely q−1(C) since A/q−1(C) ∼= (A/B)/C.

4.2 Invariant prime ideals of (LA, SA)

As before, let ΦBL = LB [e−1
V ] be the localization of LB away from all Euler classes eV for

V 6= ǫ and let ΦBS = SB ⊗LB ΦBL. Denote by Ip,n the ideal (p, v1, v2, . . . , vn−1) ⊆ L, i.e. the
unique invariant prime ideal at height n containing p. We also include the case of Ip,0 = 0. In
this section, we will denote this ideal by I0,0 to uniformize notation with respect to the residue
characteristic.

Construction 4.6. For every triple (B, p, n) of a closed subgroup B of A, a prime p and
n ∈ N we define an invariant ideal IAB,p,n ⊆ LA as the preimage of ΦBL · Ip,n ⊆ ΦBL along the
composite map of Hopf algebroids

(LA, SA)→ (LB , SB)→ (ΦBL,ΦBS).

Note that the ΦBL · Ip,n are indeed prime ideals since by Proposition 2.25 the quotient ring
ΦBL/ΦBL · Ip,n is of the form (L/Ip,n)[(b

V
0 )±1, bVi | i > 0, V ∈ A∗ − {ǫ}] and hence an integral

domain. Thus, the IAB,p,n are prime as well.
To simplify notation, we will from now on often write ΦBL/Ip,n instead of ΦBL/ΦBL · Ip,n

and likewise in similar situations.

Theorem 4.7. The assignment

Sub(A)× |MFG| → Specinv(LA)

(B,p, n) 7→ IAB,p,n

is a bijection. In other words, the ideals IAB,p,n are pairwise different and constitute all the
invariant prime ideals in LA.

The map Specinv(LA)→ |M
A
FG| from Proposition 4.3 is a homeomorphism.

Proof. By Proposition 4.3, we know that Specinv(LA) injects into |MA
FG| and the latter we

computed to be Sub(A) × |MFG| as a set. Thus, it suffices to show that the element of
Sub(A)× |MFG| associated to IAB,p,n ∈ Specinv(LA) is precisely (B, (p, n)), where p is a prime
number if n > 0 and 0 if n = 0.

To spell this out concretely, let k be the field of fractions of LA/I
A
B,p,n. We denote by F

the pushed forward A-equivariant formal group law over k and by G the corresponding A-
equivariant formal group. Since Spec k → SpecLA hits the point corresponding to the prime

ideal IAB,p,,n, the corresponding point in |MA
FG| is represented by Spec k

G
−→ MA

FG. By the
classification in Proposition 4.4, we need to show three things:

1. the set of V ∈ A∗ such that eV = 0 in k is precisely ker(A∗ → B∗),

2. k has characteristic p (which is clear), and

3. the pushforward p∗G along A
p
−→ {1} has height n.

For the first, recall from Lemma 2.21 that IAB = ker(res: LA → LB) is generated by the Euler
classes eV for all V ∈ ker(A∗ → B∗). These Euler classes must vanish in k since LA → k factors
through LA/I

B
A . If V is not in ker(A∗ → B∗), then eV 6= 0 in LB and hence also in ΦBL/Ip,n
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(as else ΦBL/Ip,n = 0). Since LA/I
A
B,p,,n injects into ΦBL/Ip,n, the Euler class eV is actually

nonzero in LA/I
A
B,p,,n and hence invertible in k. This shows the first point.

The pushforward p∗G is classified by the composite

g : L→ LA → LA/I
A
B,p,n → k.

The ideal Ip,n ·LA maps to 0 in ΦBL/Ip,n and is hence contained in IAB,p,n. Therefore, g factors
through L/Ip,n and the height of p∗G is at least n. It remains to show that vn is non-zero
in LA/I

A
B,p,n and hence in k. By definition of IAB,p,n, the map LA → ΦBL/Ip,n factors over

LA/I
A
B,p,n. We know by Proposition 2.25 that ΦBL/Ip,n is an integral domain of the form

(L/Ip,n)[(b
V
0 )±1, bVi ]. In particular, vn is non-trivial in ΦBL/Ip,n and hence in LA/I

A
B,p,n. This

shows that p∗G is of height n as desired, which finishes the proof.

Unraveling the definition, we obtain the following description of the ideal IAB,p,n, where IAB
still denotes the kernel of the restriction map LB → LA.

Lemma 4.8. An element x ∈ LA lies in IAB,p,n if and only if there exists an A-representation
W with WB = 0, such that

x · eW ∈ (IAB , Ip,n).

Proof. By definition, IAB,p,n is the kernel of the composition

LA
resAB−−−→ LB → LB/LB · Ip,n → ΦBL/ΦBL · Ip,n.

The composition LA → LB → LB/Ip,n is surjective with kernel (IAB , Ip,n), and the map

LB/Ip,n → ΦBL/Ip,n inverts all Euler classes eW for B-representations W with W
B

= 0.
The product of Euler classes is an Euler class again. Hence, if x ∈ LA is contained in IAB,p,n, its

image x in LB/Ip,n must be annihilated by such an Euler class eW . We can extend W to an
A-representation W and find that x · eW is contained in (IAB , Ip,n), as desired.

For the opposite direction, if we assume that x ·eW ∈ (IAB , Ip,n) for some A-representation W
with WB = 0, then x · eresA

B
W = 0 in LB/Ip,n. Since resAB W has trivial B-fixed points, eresA

B
W

becomes invertible in ΦBL/Ip,n and hence x is taken to 0 there. Therefore, x is contained in
IAB,p,n.

When B is a torus, the ideal IAB,p,n is easy to describe explicitly:

Corollary 4.9. If B is a torus, then IAB,p,n = (IAB , Ip,n).

Proof. When B is a torus, every non-trivial character is non-torsion and thus the map

LB/Ip,n → ΦBL/Ip,n

is injective (Corollary 2.31). Hence, IAB,p,n is equal to the kernel of

LA → LA/Ip,n → LB/Ip,n,

which is generated by IAB and Ip,n.

We note the following useful corollary:

Corollary 4.10. Let A be a torus, n ∈ N and consider the augmentation ideal

I = ker(LA/Ip,n → L/Ip,n),

i.e., the ideal generated by all the Euler classes. Then the intersection J = ∩k∈NI
k equals the

0-ideal.

For example, this shows that no element in the T-equivariant Lazard ring LT is infinitely
often divisible by the Euler class e.
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Proof. Since I is an invariant ideal of LA/Ip,n, so are all its powers and the intersection thereof.
Moreover, J equals the kernel of the completion map (cf. Section 2.5)

LA/Ip,n → L/Ip,nJy1, . . . , yrK,

where r is the rank of A and the yi are the images of the Euler classes ranging through a basis
of A∗. Since L/Ip,nJy1, . . . , yrK is an integral domain, J must be prime and hence an invariant
prime ideal.

Therefore J must be of the form IAB,p,m (or rather its image under the projection LA →
LA/Ip,n) for some subgroup B and height m ≥ n. Note that vn is not contained in I , hence
in particular not in J . This means that we must have m = n. Moreover, given a character
V = V ⊗k1

1 ⊗ · · · ⊗ V ⊗kr
r ∈ A∗ expressed in the chosen basis V1, . . . , Vr above, the image of eV

under the completion map is given by

F ([k1]F (y1), . . . , [kr]F (yr)) ∈ L/Ip,nJy1, . . . , yrK,

where F is the universal formal group law pushed forward to L/Ip,n. Since we assumed n to be
a finite height, the [k]-series of F is non-trivial whenever k is non-zero. It follows that for any
non-trivial V the image of eV is non-trivial in L/Ip,nJy1, . . . , yrK. Hence J contains no Euler
class eV and we must have B = A, i.e.,

J = IAA,p,n = (0) ⊆ LA/Ip,n,

as desired.

5 Inclusions between invariant prime ideals

Non-equivariantly the ideals Ip,n ⊆ L form ascending towers

(0) = Ip,0 ⊆ Ip,1 ⊆ Ip,2 ⊆ . . . ,

essentially by definition. Except for the overlap at (0), there are no inclusions between the
towers for different primes p. For invariant prime ideals in the equivariant Lazard ring LA we
saw that we have one tower

IAB,p,0 ⊆ I
A
B,p,1 ⊆ I

A
B,p,2 ⊆ . . .

for every pair of a closed subgroup B and prime p. Again, there will be no interplay between the
towers associated to different primes (except for the overlap at height 0). However, there are
additional inclusions connecting the towers for different subgroups B,B′ at the same prime p.
This relationship between the heights at different subgroups is one of the essential properties of
equivariant formal groups. It is closely related to the blue-shift phenomenon in stable homotopy
theory. We say more about this in Section 8 below.

To see that there is no inclusion between towers associated with different primes we note
that p = v0 ∈ IAB,p,n whenever n ≥ 1. It is easy to see that p maps non-trivially under

LA → ΦB′

L/Iq,n′ whenever q 6= p (since the target is free over L/Iq,n by Proposition 2.25).
Hence there cannot be an inclusion IAB,p,n ⊆ I

A
B′,q,n′ for n ≥ 1 and p 6= q. Moreover, if n = 0 we

have IAB,p,0 = IAB,q,0. Hence we can reduce to studying containments between invariant prime
ideals associated to the same prime p.

New convention: For this reason and to simplify notation we from now on and for the rest
of the paper implicitly localize at a fixed prime p. That is, we consider the p-localized Lazard
ring LA and denote its invariant prime ideals simply by IAB,n, omitting the chosen prime p. We
further sometimes abbreviate IAA,n to IA,n.

Hence our goal is to understand for which pairs of subgroups B,B′ and natural numbers
n, n′ there is an inclusion

IAB,n ⊆ I
A
B′,n′ .

We will show the following:
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Theorem 5.1. There is an inclusion IAB,n ⊆ IAB′,n′ if and only if the following conditions are
satisfied:

1. B′ is a subgroup of B and π0(B/B
′) is a p-group.

2. We have n′ ≥ n+ rankp(π0(B/B
′)).

Hence, for example there are inclusions ITT,n ⊆ IT1,n and I
C

pk

C
pk

,n ⊆ I
C

pk

1,n+1, but I
Ck

p

Ck
p ,n

is not

contained in I
Ck

p

1,n+k−1. In fact the theorem can be formally reduced to checking those three
special cases, as we will see below. Note also that the theorem in particular says that given
a chain of inclusions B′ ⊆ B ⊆ A, the question whether IAB,n is contained in IAB′,n′ does not
depend on the ambient group A, but only on B,B′, n and n′.

Theorem 5.1 can be interpreted as a statement about the heights of geometric fixed points
of localizations of LA, in the following way. Recall from [HS05, Definition 4.1] that the height
ht(R) of an L-algebra R is the maximal n such that R/In ·R 6= 0; equivalently, it is the minimal
number n such that In+1 ·R = R. If there is no such n, the height is understood to be infinite.
If R = 0, the height is −1. Then we have the following:

Corollary 5.2. Let B ⊆ A be a closed subgroup, n ∈ N. If π0(A/B) is not a p-group, or if
π0(A/B) is a p-group but rankp(π0(A/B)) > n, then the geometric fixed points ΦA((LA)IAB,n

)

are trivial. Otherwise, their height is given by

ht(ΦA((LA)IA
B,n

)) = n− rankp(π0(A/B)).

Proof. We have Im · Φ
A((LA)IA

B,n
) = ΦA((LA)IA

B,n
) if and only if there exists an element of

LA not contained in IAB,n which is mapped to Im ·Φ
ALA under the geometric fixed point map.

Since IA,m is defined precisely as the preimage of Im ·Φ
ALA, this in turn is equivalent to IAA,m

not being contained in IAB,n.
By Theorem 5.1 we know that if π0(A/B) is not a p-group or if π0(A/B) is a p-group but

rankp(π0(A/B)) > n, then IAA,0 is not contained in IAB,n. Since I0 = (0), this implies that the
geometric fixed points ΦA((LA)IA

B,n
) = I0 · Φ

A((LA)IA
B,n

) are trivial.

If π0(A/B) is a p-group and r = rankp(π0(A/B)) ≤ n, then the theorem tells us that
IAA,n−r ⊆ IAB,n and IAA,n−r+1 6⊆ IAB,n. Hence we have In−r · Φ

A((LA)IA
B,n

) 6= ΦA((LA)IA
B,n

) and

IAn−r+1 · Φ
A((LA)IAB,n

) = ΦA((LA)IAB,n
), as claimed.

Remark 5.3. The techniques of this paper can be used to compute the height of geometric
fixed points for many complex oriented theories. We give one example of this in Proposition
8.6 below.

Remark 5.4. There is an inclusion IAB,n ⊆ IAB′,n′ if and only if in |MA
FG,(p)|, the point corre-

sponding to IAB′,n′ lies in the closure of the point corresponding to IAB,n. Thus, Theorem 5.1

can be interpreted as a result about the topology of |MA
FG,(p)|.

The proof of Theorem 5.1 takes up the remainder of this section.

5.1 Formal reduction to the p-toral case

Our first step is the following:

Lemma 5.5. If there is an inclusion IAB,n ⊆ I
A
B′,n′ , then B′ is a subgroup of B and n′ ≥ n.

Proof. When B′ is not a subgroup of B we can choose a character V ∈ A∗ which is trivial
when restricted to B but non-trivial when restricted to B′. Its Euler class eV then restricts
to 0 in LB , in particular it is contained in IAB,n for all n. On the other hand, its restriction

to B′ becomes an invertible element in the non-trivial ring ΦB′

L/In′ and is hence non-trivial.
Therefore eV is not an element of IAB′,n′ . It follows that IAB,n cannot be contained in IAB′,n′ .

If n′ < n, then vn′ is contained in In but not in In′ . This implies that vn′ (now thought of

as an element of LA) is contained in IAB,n but not in IAB′,n′ , since ΦB′

L/In′ is a non-trivial free

module over L/In′ by Proposition 2.25 Hence, again, IAB,n cannot be contained in IAB′,n′ .
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Lemma 5.6. Let B′ ⊆ B be an inclusion of subgroups of A and n, n′ ∈ N. Then there is an
inclusion

IAB,n ⊆ I
A
B′,n′

if and only if there is an inclusion
IBB,n ⊆ I

B
B′,n′

if and only if there is an inclusion

I
B/B′

B/B′,n
⊆ IB/B′

B′/B′,n′ .

Proof. The first two statements are equivalent since the restriction map resAB : LA → LB iden-
tifies LB with a quotient of LA, and the ideals IAB,n and IAB′,n′ are the preimages of the ideals

IBB,n and IBB′,n′ under the quotient projection.
Phrased differently, the projection LA → LB induces a closed embedding of the stack of

B-equivariant formal groups into the stack of A-equivariant formal groups. On spectra, the
image consists precisely of these IAB′′,n with B′′ ⊆ B. This implies the desired equivalence by
Remark 5.4.

For the second equivalence, recall the open embedding |M
B/B′

FG | ⊆ |MB
FG| from Remark 4.5,

sending the point (B′′/B′, n) to (B′′, n) for every B′ ⊆ B′′ ⊆ B. Since the closure relation
among points in a subspace can be detected in the subspace, Remark 5.4 gives the result.

Taken together, the previous two lemmas allow us to reduce to the case B = A and B′ = 1
and understand under what conditions there is an inclusion

IAA,n ⊆ I
A
1,n′ ,

or in other words whether the restriction map LA → L maps IAA,n into the ideal In′ .
Our next goal is to show that we can further reduce to the case where π0A is a p-group. For

this we choose a prime q and consider the Euler class eτq ∈ LT, i.e., the pullback of eτ ∈ LT

along the qth power map [q] : T → T. The Euler class eτq restricts to 0 at the trivial group

and is hence uniquely divisible by eτ . We set x̃
(q)
0 ∈ LT to be the unique element satisfying

eτq = x̃
(q)
0 ·eτ (the reason for this choice of notation will become clear in Section 5.2). Under the

completion map LT → LJeτ K, the Euler class eτq is sent to the q-series [q]F (eτ ) of the universal

formal group law. Hence, x̃
(q)
0 is sent to the quotient [q]F (eτ )/eτ , whose leading coefficient

equals q. Since the restriction of any element in LT to the trivial group equals the leading
coefficient of its image in LJeτ K, we see that resT1 x̃

(q)
0 = q ∈ L. We further set x

(q)
0 ∈ LCq to be

the restriction of x̃
(q)
0 , and find that it satisfies:

x
(q)
0 · eτ = 0

res
Cq

1 x
(q)
0 = q

Here, τ denotes the restriction of the tautological character τ ∈ T
∗ to Cp. We are now ready

to show:

Lemma 5.7. If π0A is not a p-group, then there is no inclusion of the form IAA,n ⊆ I
A
1,n′ .

Proof. If π0A is not a p-group we can choose a surjection f : A → Cq with q 6= p a prime.

Then the element f∗x
(q)
0 ∈ LA satisfies the equation f∗x

(q)
0 · ef∗τ = 0. Since f is surjective,

the character f∗τ ∈ A∗ is non-trivial. Hence, f∗x
(q)
0 is an element of IAA,0 and hence also of

IAA,n. Its restriction to the trivial group equals that of x
(q)
0 , which is q and hence a unit in the

(p-localized) ring L/In′ . In other words, f∗x
(q)
0 is not an element of IA1,n′ . Hence IAA,0 does not

include into IA1,n′ .

Combined with Lemmas 5.5 and 5.6 we obtain:

Corollary 5.8. If there is an inclusion IAB,n ⊆ IAB′,n′ , then B′ is a subgroup of B, n′ ≥ n and
the quotient B/B′ is p-toral, i.e. a product of a p-group and a torus.
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5.2 Proof of inclusions

The next goal is to prove the ‘if’ part of Theorem 5.1, i.e., to show that if the conditions on
B,B′, n and n′ stated there are satisfied we do have an inclusion IAB,n ⊆ IAB′,n′ . We start with
the easiest case:

Lemma 5.9. Let B′ ⊆ B be an inclusion of subgroups of A such that B/B′ is a torus. Then
there is an inclusion IAB,n ⊆ I

A
B′,n for all n.

Proof. By Lemma 5.6 we can reduce to B = A and B′ = 1 the trivial group. Hence A is a torus.
Lemma 4.9 then implies that IA1,n is equal to the ideal generated by In and the augmentation
ideal IA1 , whereas IAA,n is generated by In only. Clearly the latter is contained in the former.

We now turn to showing that there are inclusions I
C

pk

C
pk

,n ⊆ I
C

pk

1,n+1. For this we show that

I
C

pk

C
pk

,n is generated by In plus one additional element which reduces to vn under the restriction

map LC
pk
/In → L/In. We start with the case k = 1 and recall again that the Euler class eτp is

sent to the p-series [p]F (eτ ) under the completion map LT → LJeτK. Modulo In, this p-series is
of the form vne

pn

τ + higher order terms. Hence Corollary 2.28 implies that there exists a unique
element ψ

(n)
p ∈ LT/In such that eτp = ψ

(n)
p ep

n

τ , and this element satisfies resT1 (ψ
(n)
p ) = vn.

We then set ψ
(n)

pk
= [pk−1]∗(ψ

(n)
p ) ∈ LT/In for all k ≥ 2, where [pk−1] is the multiplication-

by-pk−1 map on the circle. By functoriality, ψ
(n)

pk
also restricts to vn at the trivial group. In

fact, it already restricts to vn at LC
pk−1 /In. This is because Cpk−1 is the kernel of [pk−1] and

hence the restriction map factors through the trivial group. Applying [pk−1]∗ to the defining

equation for ψ
(n)
p , we also obtain epk = ψ

(n)

pk
ep

n

pk−1 ; here and in the following, we will often
abbreviate eτm to em.

Proposition 5.10. For every k ≥ 1 and n ∈ N the element ψ
(n)

pk
generates the kernel of

φT

C
pk

: LT/In → LC
pk
/In → Φ

C
pkL/In.

Hence, ITC
pk

,n is generated by the regular sequence v0, v1, . . . , vn−1, ψ
(n)

pk
.

Corollary 5.11. The ideal I
C

pk

C
pk

,n is generated by In and the restriction ψ
(n)

pk of ψ
(n)

pk
to LC

pk
/In.

Proof of Proposition 5.10. Let x ∈ LT/In be an element mapping to 0 in Φ
C

pkL/In, i.e. in the
image of ITC

pk
,n. By Lemma 4.8 we know that we have an equation of the form

x · eb11 · · · e
b
pk−1

pk−1 = y · epk = y′ · ψ
(n)

pk
(5.12)

for some bi ∈ N, y ∈ LT/In and y′ = y · (epk/ψ
(n)

pk
) since ITC

pk
= (epk) by Lemma 2.21.

If l is coprime to p, then epil and epi become multiples of one another modulo epk : indeed, the
corresponding characters in (Cpk)

∗ generate the same subgroup and thus Lemma 2.21 implies
that epil and epi generate the same ideal in LC

pk
. It follows that Equation (5.12) gives rise to

an equation
x · ea0

1 · e
a1
p · · · e

ak−1

pk−1 = y′′ · ψ(n)

pk
,

with only Euler classes for powers of p appearing on the left hand side. We claim that y′′

must be divisible by the entire product ea0
1 · e

a1
p · · · e

ak−1

pk−1 , implying that x is divisible by ψ
(n)

pk
,

as desired. To see this, recall that ψ
(n)

pk
restricts to vn in LC

pl
/In for all l < k. Hence we

have that 0 = resTC
pl
(y′′ · ψ(n)

m ) = resTC
pl
(y′′) · vn. Since vn is a regular element in LC

pl
/In

by Proposition 2.29, this implies that y′′ is (uniquely) divisible by epl . This argument can be
iterated by replacing y′′ by y′′/epl , and the statement follows.
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Remark 5.13. One can show that more generally there exist elements ψ
(n)
m ∈ LT/In for all

m ∈ N uniquely determined by the equations

em =
∏

t|m

(ψ
(n)
t )p

νp(m
t

)·n

, (5.14)

where νp(−) denotes the p-adic valuation of a natural number. The element ψ
(n)
m generates the

kernel of
φT

Cm
: LT/In → LCm/In → ΦCmL/In

and its restriction to the trivial group is given by

resT1 (ψ
(n)
m ) =






0 if m = 1

vn if m = pl and l > 0

q if m = ql with q 6= p prime and l > 0

1 otherwise.

We note also that every ψ
(n)
m is prime, since the geometric fixed points ΦCmL/In are integral

domains. The elements ψ
(0)
m were previously considered in [Hau22, Proposition 5.46], denoted

ψm there.

Remark 5.15. The proof of Proposition 5.10 applies in a more general context. Let X be a
global group law in the sense of [Hau22, Definition 5.1]. As the global Lazard ring L is the initial
global group law, there is a unique map L→ X. Assume that the map L = L(1)→ X(1) sends
In to 0, and that for every l = 0, . . . , k the Euler classes epl in X(T) are regular elements and
vn is a regular element in X(Cpl) = X(T)/epl (for example this is the case if vn is regular in

X(T) and epl remains a regular element modulo vn). Then the image of ψ
(n)

pk
in X(T) generates

the kernel of the composition

ΦT

C
pk

: X(T)→ X(Cpk)→ Φ
C

pkX.

For example, this applies to the coefficients of many Borel-equivariant complex oriented spectra,
which can be used to compute their blue-shift numbers. We make use of this in Proposition
8.6.

Corollary 5.16. We have an inclusion I
C

pk

C
pk

,n ⊆ I
C

pk

1,n+1.

Proof. By Corollary 5.11, I
C

pk

C
pk

,n is generated by In and ψ
(n)

pk . Since In is clearly contained in

I
C

pk

1,n+1 (even in I
C

pk

1,n ), we can reduce modulo In and need to show that ψ
(n)

pk is taken to 0 under
the composition

LC
pk
/In

resT1−−−→ L/In → L/In+1.

But this is clear, since ψ
(n)

pk restricts to vn at the trivial group and vn lies inside In+1.

We now have all the ingredients to prove the ‘if’-direction in Theorem 5.1:

Corollary 5.17. Let B′ ⊆ B be an inclusion of subgroups of A such that B/B′ is p-toral, and
n′, n ∈ N such that n′ ≥ n+ rankp(π0(B/B

′)). Then there is an inclusion IAB,n ⊆ I
A
B′,n′ .

Proof. By Lemma 5.6 we can assume that A = B and that B′ = 1 is the trivial subgroup.
Hence, A is a p-toral group. Let A0 denote the path component of the identity. We have
IAA0,n′ ⊆ IA1,n′ by Lemma 5.9. Hence it suffices to show that IAA,n is contained in IAA0,n′ . For

this, making use of Lemma 5.6 once more, we can assume that A0 = 1 and hence A is a finite
abelian p-group. We write m = rankp(A) and choose a filtration of subgroups

1 ⊆ A1 ⊆ A2 ⊆ · · · ⊆ Am = A

such that every subquotient Ai/Ai−1 is a cyclic p-group. By Corollary 5.16 and Lemma 5.6 we
see that

IAA,n ⊆ I
A
Am−1,n+1 ⊆ I

A
Am−2,n+2 ⊆ · · · ⊆ I

A
1,n+m ⊆ I

A
1,n′ .

The final inclusion follows from the assumption n′ ≥ n + rankp(π0(B/B
′)) = n + m. This

finishes the proof.
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5.3 Proof of non-inclusions

For the ‘only if’ direction we need to rule out further inclusions between prime ideals by con-
structing elements whose restrictions exhibit a large ‘height shift’. The goal is for every n ∈ N

to construct an element x ∈ L
Cn+1

p
which lies in the ideal I

Cn+1
p ,0

and whose restriction to the

trivial group lies outside of In ⊆ L.
It turns out to be more natural to define such an element modulo a subideal of I

Cn+1
p ,0

,

namely the inflation of the ideal ICn
p ,0 along the projection pCn

p
: Cn+1

p
∼= Cn

p ×Cp → Cn
p . That

is, we construct an element
vn ∈ ICn

p ×Cp,0/p
∗
Cn

p
ICn

p ,0.

By Corollary 5.17 the restriction map LCpn
→ L takes ICn

p ,0 into In. Therefore, the restriction
map LC

pn+1 → L takes p∗ICn
p ,0 into In and we obtain an induced restriction map

LCn
p ×Cp,0/p

∗
Cn

p
ICn

p ,0 → L/In.

We will see that, under this restriction, vn is sent to vn. Later in Section 6 we will show that
vn in fact forms a generator of the quotient ICn

p ×Cp,0/p
∗
Cn

p
ICn

p ,0 and that suitable inflations
and restrictions of these elements generate all the invariant prime ideals at elementary abelian
p-groups.

We now turn to the construction of the element vn. We set A = Cn
p and first define an

element vn in the ring LA×T/p
∗
AIA,0, whose restriction to LA×Cp/p

∗
AIA,0 then yields vn.

For every character V ∈ A∗, Proposition 2.27 yields a short exact sequence

0→ LA×T

eV ⊗τ ·
−−−−→ LA×T

(id,V −1)∗

−−−−−−→ LA → 0,

where we use that (id, V −1) : A→ A×T identifies A with the kernel of (V ⊗ id) : A×T→ T.
The inflation map LA → LA×T provides an LA-linear splitting of this exact sequence if we view
LA×T as an LA-module via the same inflation map. Thus, we obtain a short exact sequence

0→ LA×T/p
∗
AIA,0

eV ⊗τ
−−−−→ LA×T/p

∗
AIA,0

(id,V −1)∗

−−−−−−→ LA/IA,0 → 0. (5.18)

of LA/IA,0-modules.

Remark 5.19. We will see below in Section 6 that the ideal in LA×T generated by p∗AI
A
A,0

equals the invariant prime ideal IA×T

A×T,0. In particular, LA×T/p
∗
AIA,0 is again an integral domain.

At this point it is only clear that p∗AI
A
A,0 is contained in IA×T

A×T,0.

We now consider the Euler class eǫ⊗τp ∈ LA×T/IA,0. We have (id, V −1)∗(eǫ⊗τp) = eV −p =
0, since A is an elementary abelian p-group and hence every character is p-torsion. By exactness,
it follows that eǫ⊗τp is divisible by eV ⊗τ , for all V ∈ A∗. We want to define vn as the quotient
of eǫ⊗τp by the product over all the eV ⊗τ . For this we first need to check that the different
eV ⊗τ are coprime. To understand this, we consider the following:

Lemma 5.20. Let x, y ∈ LA×T/p
∗
AIA,0, and assume that y restricts to a non-zero element

under LA×T/p
∗
AIA,0

(id,V −1)∗

−−−−−−→ LA/IA,0. Then x is divisible by eV ⊗τ if and only if x · y is
divisible by eV ⊗τ .

Proof. By exactness of (5.18), x is divisible by eV ⊗τ if and only if (id, V −1)∗x = 0 in LA/IA,0.
Since (id, V −1)∗(y) is non-zero by assumption and LA/IA,0 is an integral domain, this is the
case if and only if

(id, V −1)∗(x · y) = (id, V −1)∗x · (id, V −1)∗y = 0,

which in turn is equivalent to x · y being divisible by eV ⊗τ .

Given a character V2 6= V , the restriction of eV2⊗τ along (id, V −1)∗ equals the non-trivial
Euler class eV2V −1 ∈ LA/IA,0. Hence the lemma applies to y being any product of Euler classes
of the form eV ′⊗τ with V ′ 6= V . We find that in the quotient LA×T/p

∗
AIA,0, the Euler class

eǫ⊗τp is uniquely divisible by the product
∏

V ∈A∗ eV ⊗τ . To summarize:
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Definition 5.21. Let n ∈ N and A = Cn
p . We define vn ∈ LA×T/p

∗
AIA,0 to be the unique

element satisfying

eǫ⊗τp = vn ·
∏

V ∈A∗

eV ⊗τ ∈ LA×T/p
∗
AIA,0,

and we set
vn = resA×T

A×Cp
(vn) ∈ LA×Cp/p

∗
AIA,0.

Remark 5.22. The element v0 agrees with x
(p)
0 ∈ LCp as defined in Section 5.1.

Remark 5.23. Lemma 5.20 also applies in the ring LA×T itself (i.e., before quotienting by
p∗AIA,0) if we demand that (id, V )∗y is regular element, rather than just being non-zero. These
two conditions are equivalent in LA/IA,0 since it is an integral domain. However, the Euler
classes are not regular elements in LA, hence the lemma does not apply for y a product of the
eV ′⊗τ . In fact eǫ⊗τp is not divisible by

∏
V ∈A∗ eV ⊗τ before dividing out p∗AIA,0, even though it

is divisible by each individual eV ⊗τ . One can see this by restricting from A×T to T: If eǫ⊗τp

was divisible by the product of all the eV ⊗τ , this would imply that its restriction eτp ∈ LT was
divisible by ep

n

τ , since every eV ⊗τ restricts to eτ . But eτp ∈ LT is divisible by eτ precisely once,
since eτp/eτ restricts to p at the trivial group, cf. Section 5. It is for this reason that it is most
natural to define vn and vn in this quotient. As we will see now, this matches nicely with the
fact that vn is most naturally defined in the quotient L/In.

Proposition 5.24. 1. The element vn defines a class in the ideal IA×Cp,0/p
∗
AIA,0, i.e., it

is sent to 0 under the map LA×Cp,0/p
∗
AIA,0 → ΦA×CpL.

2. The restriction map
LA×Cp,0/p

∗
AIA,0 → L/In

takes vn to vn.

Proof. Part 1: The equation

eǫ⊗τp = vn ·
∏

V ∈A∗

eV ⊗τ

reduces to the equation

0 = vn ·
∏

V ∈A∗

eV ⊗τ

in LA×Cp/p
∗
AIA,0, where τ denotes the restriction of τ ∈ T

∗ to Cp. Note that each (A × Cp)-
character of the form V ⊗ τ is non-trivial. Hence vn forms Euler-power torsion and therefore
maps to 0 in the geometric fixed points.

For Part 2, we first restrict vn to LT. This restriction takes p∗AIA,0 into In by Corollary
5.17, and sends each eV ⊗τ to eτ . It follows that, modulo In, we have an equation

resA×T

T
vn · e

pn

τ = eτp .

Hence, modulo In, resA×T

T
vn equals the element ψ

(n)
p from Proposition 5.10, whose restriction

to the trivial group is vn. This finishes the proof.

Corollary 5.25. If xn is a preimage of vn under the projection L
Cn+1

p
→ L

Cn+1
p

/p∗Cn
p
ICn

p ,0

and B ⊆ Cn+1
p is a subgroup of rank 0 ≤ m ≤ n+ 1, then

xn ∈ I
Cn+1

p

B,n+1−m − I
Cn+1

p

B,n−m.

Proof. By the previous proposition, xn is an element of I
Cn+1

p

Cn+1
p ,0

. As A/B has rank (n+1−m),

we know by Corollary 5.17 that xn must lie in I
Cn+1

p

B,n+1−m.

If xn were an element of I
Cn+1

p

B,n−m, then applying Corollary 5.17 to the inclusion of the trivial

group into B shows that xn is also an element of I
Cn+1

p

1,n . This contradicts the fact that, modulo

In, we have res
Cn+1

p

1 (xn) = res
Cn+1

p

1 (vn) = vn.
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Corollary 5.26. If B′ ⊆ B is a p-toral inclusion of subgroups of A (i.e. B/B′ is p-toral) and
n′ < n+ rankp(π0(B/B

′)), then IAB,n does not include into IAB′,n′ .

Proof. By Lemma 5.6 we can reduce to the case A = B and B′ = 1. Let r = rankp(π0(A)), and
q : A→ Cr

p be a surjection. Let xn+r−1 ∈ LCn+r
p

as in Corollary 5.25. Then, by the corollary, the

restriction res
Cn+r

p

Cr
p

(xn+r−1) is an element of I
Cr

p

Cr
p,n

but not an element of I
Cr

p

1,n+r−1. Therefore

x = q∗(res
Cn+r

p

Cr
p

(xn+r−1)) is an element of IAA,n whose restriction to the trivial group is not

contained in In+r−1. In other words, x is an element of IAA,n but not an element of IA1,n+r−1.
Since by assumption we have n′ ≤ n+ r − 1 and hence IA1,n′ ⊆ IA1,n+r−1, this proves that IAA,n

does not include into IA1,n′ .

Combined with Corollaries 5.8 and 5.17, this proves Theorem 5.1.

6 Generators for invariant prime ideals

In this section we show that over elementary abelian p-groups the elements vn – together with
the Euler classes – generate all invariant prime ideals under restriction and inflation maps. More
precisely, we show the following theorem:

Theorem 6.1. 1. For every torus B and n ∈ N, the ideal ICn
p ×B,0 = I

Cn
p ×B

Cn
p ×B,0 is generated

by the elements
p∗1(v0), p

∗
2(v1), . . . , p

∗
n−1(vn−2), p

∗
n(vn−1),

where pi : C
n
p ×B → Ci

p is the projection to the first i factors.

2. For every m ∈ N and every inclusion i : Cn
p → Cn+m

p , the restriction map

(i×B)∗ : L
Cn+m

p ×B
→ LCn

p ×B

maps I
Cn+m

p ×B,0
surjectively onto ICn

p ×B,m.

Remark 6.2. Implicit in the statement of the theorem is that each p∗i (vi−1) is well-defined
modulo the ideal generated by p∗1(v0), . . . , p

∗
i−1(vi−2). By definition, p∗i (vi−1) is an element of

the quotient by the subideal generated by p∗i−1ICi−1
p ,0

. Applying the theorem to rank n−1 and

B = 0 we see that this ideal is indeed generated by p∗1(v0), . . . , p
∗
i−1(vi−2), so the sequence of

elements makes sense. Hence, the theorem and sequence should be interpreted in an inductive
manner.

Combining both parts it follows that ICn
p ×B,m is generated by

(i×B)∗p∗1(v0), (i×B)∗p∗2(v1), . . . , (i×B)∗p∗n+m−1(vn+m−2), (i×B)∗vn+m−1,

where i : Cn
p → Cn+m

p is any inclusion. The choice of inclusion will generally affect the resulting
generators. For example, setting n = m = 1 and B the trivial group: If we choose i1 : Cp → C2

p

to be the inclusion into the first factor, the composite p1 ◦ i1 becomes the identity. Hence
we obtain that ICp,1 is generated by the elements v0 and i∗1(v1). If we alternatively use the
inclusion i2 : Cp → C2

p into the second factor the composite p1 ◦ i2 becomes the constant map,

yielding the generators v0 = p and i∗2(v1) (i.e., the same ones as in Corollary 5.11, as ψ
(1)

p equals

i∗2(v1)). Furthermore, it follows that generators for ideals of the form IACn
p ×B,m with B a torus

can be obtained as the union of Euler classes (eV )V ∈B for a basis B of ker(A∗ → (Cn
p × B)∗)

together with a choice of generators for I
Cn

p ×B

Cn
p ×B,m.

We prove Theorem 6.1 by induction on n. Part 1 of the induction start n = 0 is the statement
that IBB,0 is the 0-ideal for any torus B (Corollary 4.9). For Part 2 we need to see that the
restriction LCm

p ×B → LB maps ICm
p ×B,0 surjectively onto IB,m, which we know is generated by

Im by Corollary 4.9. For i = 0, . . . , m − 1 we can consider the elements vi ∈ ICi+1
p ,0

/p∗i ICi
p,0

,

which reduce to vi ∈ L/Ii−1. It follows that the inflation of vi to Cm
p via any choice of surjection
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Cm
p ×B → Ci+1

p gives an element of a quotient of ICm
p ×B,0 which reduces to vi in LB/Ii−1 ·LB .

Since Ii/Ii−1 is generated by vi, the claim follows.
We now assume that Theorem 6.1 holds for an elementary abelian p-group A of rank n and

show it also holds for A× Cp. For any m ∈ N we consider the surjection

LA×T×B/p
∗
AIA,m → LA×Cp×B/p

∗
AIA,m,

with kernel generated by eτp for τ the tautological T-character pulled back to A×T×B. We
first claim that if V ∈ A∗ is non-trivial, then the Euler class p∗A(eV ) is a non-zero divisor in
LA×Cp×B/p

∗
AIA,m. To see this, we use that since T×B is a torus we can apply the induction

hypothesis to LA×T×B. In particular, we know by Part 1 that p∗AIA,m generates the ideal
IA×T×B,m and hence LA×T×B/p

∗
AIA,m is an integral domain. So we have to show that p∗A(eV )

still acts regularly modulo eτp . Since both Euler classes are regular, this is equivalent to showing
that eτp is regular modulo p∗A(eV ). We have an isomorphism

LA×T×B/(p
∗
AIA,m, p

∗
A(eV )) ∼= Lker(V )×T×B/p

∗
ker(V )(res

A
ker(V ) IA,m).

By Part 2 of the induction hypothesis, we know that IA,m restricts onto Iker(V ),m+1, hence the
latter quotient identifies with Lker(V )×T×B/p

∗
ker(V )Iker(V ),m+1. Again we know by the induction

hypothesis that this quotient is an integral domain, and eτp is clearly a non-trivial element. So
the claim follows and we have shown that p∗AIA,m generates the Euler power torsion in LA×Cp×B

(at height m) for characters inflated up from A.
Hence to understand the full ideal IA×Cp×B,m it suffices to further divide by the Euler-power

torsion for the remaining torsion characters in (A×Cp×B)∗ (there is no Euler-power torsion for
non-torsion characters by Proposition 2.27). These torsion characters are of the form V ⊗ τk,
where V ∈ A∗, τ is the restriction of τ ∈ T

∗ to Cp and k ∈ {1, . . . , p− 1}. Furthermore we can
assume that k = 1: Any V ⊗τk has some power of the form V ′⊗τ and hence eV ′⊗τ is a multiple
of eV ⊗τk . Thus, IA×Cp×B,m/p

∗
AIA,m is generated by Euler-power torsion for characters of the

form V ⊗ τ .
Again it is beneficial to pass to the integral domain LA×T×B/p

∗
AIA,m to understand the

Euler-power torsion for these characters. We have the following:

Lemma 6.3. Let A = Cn
p be an elementary abelian p-group, B a torus and m ∈ N. Further let

x ∈ LA×T×B/p
∗
AIA,m be an element satisfying

x ·
∏

V ∈A∗

enV
V ⊗τ = y · eτp

for some y and collection of natural numbers nV . Then x lies in the ideal generated by

p∗A×T res
A×Cm

p ×T

A×T
(vn+m).

Proof. By applying p∗A×Cm
p ×T to the defining property of vn+m (Definition 5.21) we obtain the

equation

eτp = p∗A×Cm
p ×T(vn+m) ·

∏

V ∈(A×Cm
p )∗

eV ⊗τ

in LA×Cm
p ×T×B/p

∗
A×Cm

p
IA×Cm

p ,0. Restricting from A× Cm
p to A = Cpn yields

eτp = p∗A×T res
A×Cm

p ×T

A×T
(vn+m) ·

∏

V ∈A∗

ep
m

V ⊗τ (6.4)

in the quotient LA×T×B,m/p
∗
AIA,m. This uses that every character of A extends to pm different

characters of A×Cm
p and that the restriction of IA×Cm

p ,0 ⊆ LA×Cm
p

lands in the ideal IA,m ⊆ LA.

For the rest of the proof we write z for the element p∗A×T res
A×Cm

p ×T

A×T
(vn+m). With x as in the

statement of the lemma, we hence obtain an equation of the form

x ·
∏

V ∈A∗

enV
V ⊗τ = z ·

∏

V ∈A∗

ep
m

V ⊗τ · y (6.5)
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and we need to show that x is a multiple of z. The Euler classes eV ⊗τ fit into short exact
sequences of the form

0→ LA×T×B/p
∗
AIA,m

eV ⊗τ
−−−−→ LA×T×B/p

∗
AIA,m

((id,V −1)×B)∗

−−−−−−−−−−→ LA×B/p
∗
AIA,m → 0,

analogously to Equation 5.18 above. As shown above, the induction hypothesis implies that
the quotient LA×B/p

∗
AIA,m is an integral domain. We know that z restricts to vn+m ∈ L/In+m

at the trivial group. In particular it must restrict non-trivially under each ((id, V −1) × B)∗.
Hence the above short exact sequence together with the fact that LA×B/p

∗
AIA,m is an integral

domain implies: If an Euler class eV ⊗τ divides an element of the form z ·α, then eV ⊗τ divides α.
Applying this iteratively to Equation 6.5 (and using that LA×T×B/p

∗
AIA,m is an integral domain

by the induction hypothesis) we see that
∏

V ∈A∗ e
nV
V ⊗τ must divide the term

∏
V ∈A∗ e

pm

V ⊗τ · y.
Dividing on both sides shows that x is a multiple of z, as desired.

Corollary 6.6. The quotient
IA×Cp×B,m/p

∗
AIA,m

is generated by the element

res
A×Cm

p ×Cp×B

A×Cp×B (p∗A×Cm
p ×Cp

vn+m) = p∗A×Cp
(res

A×Cm
p ×Cp

A×Cp
vn+m).

Proof. We saw above that the quotient IA×Cp×B,m/p
∗
AIA,m is generated by Euler-power torsion

for characters of the form V ⊗ τ . An element x of LA×Cp×B/p
∗
AIA,m is such a torsion element

if and only if it is the reduction of an element x ∈ LA×T×B/p
∗
AIA,m satisfying the conditions of

the lemma. Since the reduction of p∗A×T res
A×Cm

p ×T

A×T
(vn+m) equals p∗A×Cp

res
A×Cm

p ×Cp

A×Cp
(vn+m),

it follows that x lies in the ideal generated by the latter.

As p∗A×Cp
res

A×Cm
p ×Cp

A×Cp
(vn+m) is Euler-power torsion itself, it hence forms a generator of

IA×Cp×B,m/p
∗
AIA,m.

To finish the proof of Theorem 6.1: Setting m = 0 in the corollary shows that vn generates
the quotient IA×Cp×B,0/p

∗
AIA,0. By the induction hypothesis we know that IA,0 is generated

by p∗1(v0), . . . , p
∗
n−1(vn−2),vn−1. Combined this proves Part 1 for the group A×Cp.

For Part 2 and general m, we first note that it suffices to show the statement for any
choice of injection i : A× Cp → Cn+m+1

p since any two only differ by postcomposition with an
automorphism of Cn+m+1

p . We can hence pick the canonical inclusion A×Cp → A×Cm
p ×Cp.

By the induction hypothesis we know that IA×Cm
p ,0 surjects onto IA,m. From the diagram

IA×Cm
p ,0

p∗A×Cm
p

��

res // // IA,m

p∗A

��

IA×Cm
p ×Cp×B,0 res

// IA×Cp×B,m

we see that p∗A(IA,m) is contained in the image of the lower horizontal arrow. Furthermore,
Corollary 6.6 implies that IA×Cp×B,m/p

∗
AIA,m is generated by the restriction of an element of

IA×Cm
p ×Cp×B,m. This finishes the proof.

Remark 6.7. Unlike the sequence v0, . . . , vn−1, the sequence

p∗1(v0), p
∗
2(v1), . . . , p

∗
n−1(vn−2),vn−1

isn’t regular. In fact, the ideal ICn
p ,0 generated by these elements is precisely that of Euler-

torsion.
This can be corrected by passing to a torus: The ideal IT

n

Cn
p ,0 is generated by the sequence

p∗1(v0), p
∗
2(v1), . . . , p

∗
n−1(vn−2),vn−1. Here, each p∗i+1(vi) is the element of

LTn/(p∗1(v0), p
∗
2(v1), . . . , p

∗
i (vi−1)) ∼= LCi

p×Tn−i/ICi
p×Tn−i,0 (6.8)



31

(e) = I{1},0

(e, v0) = I{1},1

(e, v0, v1) = I{1},2

(e, v0, v1, v2) = I{1},3

(e, v0, v1, v2, . . .) = I{1},∞

ICp,0 = (v0)

ICp,1 = (v0, i
∗
1v1) = (v0, i

∗
2v1)

ICp,2 = (v0, i
∗
1v1, i

∗
1v2) = (v0, i

∗
2v1, i

∗
2v2) = (v0, v1, i

∗
3v2)

ICp,3 = (v0, i
∗
1v1, i

∗
1v2, i

∗
1v3) = . . . = (v0, v1, v2, i

∗
4v3)

ICp,∞ = (v0, i
∗
1v1, i

∗
1v2, . . .)

Figure 4: A picture of Specinv(LCp), localized at p, including different choices of generators, with
ij : Cp → Ck

p denoting the jth canonical inclusion (generators arising from the further inclusions

Cp → Ck
p are omitted). The yellow area depicts the closure of the point ICp,1.

obtained as the inflation of vi ∈ LCi
p×T

/ICi
p×T,0 along the projection to the first coordinate of

T
n−i. Since each successive quotient LCi

p×Tn−i/ICi
p×Tn−i,0 is an integral domain, the regularity

of the sequence is clear once we have demonstrated the isomorphism claimed in (6.8). Similarly
one shows that IT

n

Cn
p ,m is generated by a regular sequence of length n+m.

To establish the isomorphism, first note that (eτp) ⊆ (p∗
C

i−1
p ×T

(vi−1)) in the quotient ring

L
Ci−1

p ×Tn−i+1/p
∗

Ci−1
p

I
Ci−1

p ,0
by Lemma 6.3. Thus, Corollary 6.6 with m = 0 gives

LTn/(p∗1(v0), p
∗
2(v1), . . . , p

∗
i (vi−1)) ∼= LCi

p×Tn−i/(p
∗
1(v0), p

∗
2(v1), . . . , p

∗
i (vi−1)),

and the claimed isomorphism becomes Theorem 6.1.

7 The Zariski topology on the spectrum of invariant

prime ideals

The goal of this section is to describe the Zariski topology on Specinv(LA), or equivalently the
topology on the space |MA

FG| (Theorem 4.7). By definition, the closed subsets of Specinv(LA)
are the subsets of the form

V (X) = {IB,n ∈ Specinv(LA) | X ⊆ IB,n}

for some subset X of LA. Hence we need to determine the collections of invariant prime ideals
that arise as V (X) for some X. We now fix a subset X. Since a containment X ⊆ IAB,n

automatically implies X ⊆ IAB,n′ for all n′ ≥ n, it suffices to understand – for every closed

subgroup B of A – the smallest value of n ∈ N ∪ {∞} such that X ⊆ IAB,n. In other words we
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need to determine the function

htX : Sub(A)→ N− = {−1} ∪ N ∪ {∞}

defined by
htX(B) = sup{n | X 6⊆ IAB,n},

where we set sup(∅) = −1. We note that with this definition the height function of the image
of vn ∈ L in LA (thought of as a one-element set) is constantly n. This follows from the fact
that ΦBL is a free L-module by Proposition 2.25; cf. also the proof of Theorem 4.7. Moreover,
we have:

Example 7.1. Let xn ∈ LCn+1
p

be a lift of vn ∈ LCn+1
p

/p∗Cn
p
ICn

p ,0. Then Corollary 5.25 implies

that htxn(B) = n− rk(B).

Our goal is to understand which functions Sub(A) → N− arise as such height functions.
In the previous section we showed that there are inclusions between invariant prime ideals
associated to different subgroups of A. These translate to conditions between the different
values of htX : If B′ ⊆ B is an inclusion of subgroups of A such that B/B′ is p-toral, and X
is contained in IAB,n, then X is also contained in IAB′,n+rankp(π0(B/B′)). In terms of the height
function this translates to the inequality

htX(B′) ≤ htX(B) + rankp(π0(B/B
′)).

This leads us to the following definition:

Definition 7.2. A function f : Sub(A)→ N− is called admissible if it satisfies the inequality

f(B′) ≤ f(B) + rankp(π0(B/B
′))

for every p-toral inclusion B′ ⊆ B of closed subgroups of A. Here, B′ ⊆ B is p-toral if B/B′ is
a product of a torus and a p-group.

By the above considerations, any height function htX is admissible. When the group A is
finite, it turns out that the converse also holds: Any admissible function is realized by a height
function htX . For positive dimensional A there is an additional condition on top of admissibility.
To state this condition, we recall that choosing an invariant Riemannian metric d on A also
equips the set of closed subgroups Sub(A) with the Hausdorff metric, the underlying topology
of which does not depend on the chosen metric on A. This turns Sub(A) into a compact
totally-disconnected metric space, in which a sequence (Bi)i∈N of closed subgroups converges
to another closed subgroup B ∈ Sub(A) if and only if almost all Bi are subgroups of B and for
every element b ∈ B the distance function d(b,Bi) converges to zero (see [tD79, Section 5.6]).
If Bi → B, we have the following two implications about representations:

1. Let W be a representation of B with WB = 0. Thus, writing W as a sum of characters Vi,
none of the Vi is trivial. For sufficiently large i, no ker(Vi) contains Bi (since ker(Vi) ⊆ B
is a closed proper subgroup) and thus WBi = 0.

2. Let V and W be two characters of B such that resBBi
V = resBBi

W for all sufficiently large
i. If V 6=W , then (V ·W−1)B = 0, in contradiction with the previous point. Thus V =W .

We have the following:

Proposition 7.3. For every finite subset X ⊆ LA, the height function htX is a locally constant
function on Sub(A).

Proof. We start by noting that

htX(B) = max(ht{x}(B) | x ∈ X).

The maximum of a finite number of locally constant functions is again locally constant. Hence
it suffices to understand that ht{x} is locally constant for any element x of LA.

Now let (Bi)i∈N denote a sequence of subgroups of A converging to a subgroup B. We need
to show that ht{x}(Bi) = ht{x}(B) for almost all i. Without loss of generality we can assume
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that the Bi are subgroups of B. Replacing x by resAB(x) if necessary we can further assume
that A = B.

We first assume that x ∈ IAA,n for some n, and show that then also x ∈ IABi,n
for almost all

Bi. If x ∈ IAA,n, there exists an A-representation W with WA = 0, such that eW · x lies in the
ideal LA · In. For all i large enough we have WBi = 0, meaning that for these i the restriction
eresA

Bi
W becomes invertible in ΦBiL. It follows that resABi

x maps to the ideal generated by In

in ΦBiL, in other words x is contained in IABi,n
.

For the other direction, we assume that x is not contained in IAA,n for some n, and show that
then also x /∈ IABi,n

for almost all Bi. For this we recall from Remark 2.26 the construction of
elements γV

j for every character V ∈ G∗ and j ∈ N satisfying the following three properties:

1. α∗(γV
j ) = γ

α∗(V )
j for every group homomorphism α : G′ → G.

2. γV
0 = eV .

3. ΦGL ∼= L[e±1
V , γV

j | V ∈ G
∗ − {ǫ}, j > 0] for all abelian compact Lie groups G.

Now, if x is not contained in IAA,n, it maps to a non-trivial element in

ΦAL/In = L/In[e
±1
V , γV

j | V ∈ A
∗ − {ǫ}, j > 0].

In other words, there exists an A-representation W with WA = 0 and pairwise different non-
trivial characters V1, . . . , Vk such that eW · x is a polynomial over L in the classes γ

Vl
j , l =

1, . . . , k, j ≥ 0, not all of whose coefficients are contained in In. For all i large enough we have
that (i) WBi = 0 and that (ii) all the characters V1, . . . , Vk restrict to pairwise different and
non-trivial characters of Bi. It then follows that for these i the element eresABi

W · res
A
Bi
x equals

the corresponding polynomial in the classes γ
resABi

Vl

j , implying that it maps to a non-trivial

element in ΦBiL/In. In other words, x is not contained in IABi,n
for i large enough. This

finishes the proof.

Together with admissibility, this property characterizes the height functions of finite subsets
of LA:

Proposition 7.4. Given a function f : Sub(A)→ N−, the following are equivalent:

1. There exists a finite subset X ⊆ LA such that f = htX .

2. The function f is admissible and locally constant.

Proof. We have already shown the implication 1. ⇒ 2.
It remains to show that given a locally constant admissible function f , there exists a finite

subset X ⊆ LA with f = htX . We start with the following claim: If f is admissible, then given
any pair of subgroups B,B′ ⊆ A, there exists an element xB,B′ ∈ LA such that htxB,B′ (B) =

f(B) and htxB,B′ (B
′) ≤ f(B′). To see this, we distinguish between three cases:

(i) If B is not a subgroup of B′, we can choose a character V ∈ A∗ which restricts to the
trivial character over B′ but to a non-trivial character over B. Then xB,B′ = eV · vf(B)

has the desired properties, since hteV ·vn(B) = n and hteV ·vn(B
′) = −1. Here and in the

following, we set v−1 = 0, v0 = p and v∞ = 1.

(ii) If B is a subgroup of B′ with π0(B
′/B) not a p-group, we choose a prime q 6= p dividing

the order of π0(B
′/B) and a surjection g : B′ → Cq containing B in the kernel. Then we

set y = vf(B) · g
∗(x

(q)
0 ), where x

(q)
0 ∈ LCq is the element introduced in Section 5.1. Then

x
(q)
0 is an element of I

Cq

Cq ,0
and its restriction to the trivial group is given by q and hence a

unit. It follows that hty(B
′) = −1, since ht

g∗(x
(q)
0 )

(B′) = −1. Moreover, hty(B) = f(B),

since resB
′

B (y) = vf(B) · q. Hence, we can set xB,B′ to be any lift of y to an element of LA.

(iii) The remaining case is when B is a subgroup of B′ with π0(B
′/B) a p-group. Let r

be the minimum of the p-rank of π0(B
′/B) and the number f(B) + 1, and choose a

surjection g : B′/B → Cr
p . By Corollary 5.25 we know for f(B) < ∞ that there exist

an element xf(B) ∈ LC
f(B)+1
p

such that htxf(B)
(1) = f(B) and htxf(B)

(C
f(B)+1
p ) = −1.
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(We set x−1 = 0.) We can choose an embedding Cr
p → C

f(B)+1
p and restrict xf(B)

to an element y ∈ LCr
p
. Then we have hty(1) = f(B) and hty(C

r
p) = f(B) − r (see

Corollary 5.25). If f(B) = ∞, choose y = 1. It follows that htg∗(y)(B) = f(B) and
htg∗(y)(B

′) ≤ f(B) − r ≤ f(B′), since f is admissible. Hence, g∗(y) has the desired
properties.

Now given any such pair (B,B′) there exists an open neighbourhood UB′ of B′ on which both
htxB,B′ and f are constant. The UB′ for varying B′ form an open cover of the compact space
Sub(A). Let UB′

1
, . . . , UB′

k
be a finite subcover. We then set

xB = xB,B′
1
· xB,B′

2
· · · xB,B′

k

to be the product of the corresponding elements. For any closed subgroup B′ we have

htxB (B′) = min(htx
B,B′

j
(B′) | j = 1, . . . , k).

For B′ = B this gives htx(B) = f(B), since htx
B,B′

j
(B′) = f(B) for all j. Any B′ is contained

in UB′
i

for some i, yielding

htxB (B′) ≤ htx
B,B′

i
(B′) = htx

B,B′
i
(B′

i) ≤ f(B
′
i).

In summary, the height function htxB is less than or equal to f everywhere and agrees with f
at B itself. Once more we can apply that htxB and f are locally constant to find that htxB

and f in fact agree on a neighborhood VB of B. Letting B vary, this yields an open cover of
Sub(A), for which we can choose a finite subcover VB1 , . . . , VBl . Hence, for every B ∈ Sub(A),
there exists some i ∈ {1, . . . , l} such that f(B) = htxBi

. Finally, we define X to be the set
{xB1 , . . . , xBl}. Since htX is given by the maximum of the functions htBi , it follows that X has
the desired property.

Theorem 7.5. The Zariski topology on Specinv(LA) has as a basis the closed sets

Vf = {IB,n | n > f(B)}

for all locally constant, admissible functions f : Sub(A)→ N−.

Proof. A basis for the Zariski topology is given by the sets V (X) for all finite subsets X of LA.
As we saw above, V (X) is determined by its height function htX as

V (X) = {IB,n | n > htX(B)}.

By Proposition 7.4, the functions Sub(A)→ N− that occur as height functions of finite subsets
are precisely the locally constant admissible functions, which finishes the proof.

8 Comparison with A-spectra

In this final section, we discuss the relationship of the algebraic results of the previous sections
with the theory of A-spectra.

8.1 The universal support theory via MUA-homology

We begin by comparing our classification of invariant prime ideals with the Balmer spectrum of
compact p-local A-spectra. We recall from [Bal05] that a prime ideal p of a tensor-triangulated
category C is defined to be a thick tensor-ideal with the additional property that if X ⊗ Y is
contained in p, then X ∈ p or Y ∈ p. The set of all prime ideals assembles to a topological
space Spec(C), the Balmer spectrum, with the topology generated by the closed sets supp(X) =
{p | X /∈ p} for all objects X ∈ C.
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Here, the support function supp(−), assigning a closed set of the Balmer spectrum to every
object of C, is the universal support theory in the sense of Balmer. This means that it is terminal
among pairs (T, σ) of a topological space T and a function

σ : ob(C)→ {closed subsets of T}

satisfying σ(0) = ∅, σ(1) = T , σ(X ⊕ Y ) = σ(X) ∪ σ(Y ), σ(ΣX) = σ(X) and σ(X ⊗ Y ) =
σ(X)∩σ(Y ) for all X,Y ∈ ob(C), and σ(X) ⊆ σ(Y )∪σ(Z) whenever there exists a distinguished
triangle X → Y → Z → ΣX. See [Bal05] for more details.

In the case of compact p-local A-spectra Spc
A for an abelian compact Lie group A, the

Balmer spectrum was computed in [BS17, BHN+19, BGH20]. Given a closed subgroup B and
n ∈ N ∪ {∞}, one defines a prime ideal

P (B,n) = {X ∈ Spc
A | K(n)∗(Φ

BX) = 0},

where K(n) denotes the nth Morava K-theory, and ΦBX is the B-geometric fixed point spec-
trum of X, a compact p-local spectrum.

Theorem 8.1 ([BS17, BHN+19, BGH20]). The map

Sub(A)× N→ Spec(Spc
A)

(B,n) 7→ P (B,n)

defines a bijection. Moreover, the topology on Spec(Spc
A) has a basis given by the closed sets

defined by
{P (B,n) | n ≥ f(B)}

where f ranges through all admissible functions Sub(A)→ N = N ∪ {∞}.

Here, ‘admissible’ is meant in the sense of Definition 7.2. Hence, comparing to Theorem
7.5, we see that the assignment IB,n 7→ P (B,n) defines a homeomorphism from Specinv(LA) to
Spec(Spc

A).
3 The computation of Spec(Spc

A) is also analogous to the one of Specinv(LA) in the
way that computing the underlying set is relatively straightforward (and is in fact known for
all compact Lie groups), with most work going into understanding the topology.

Hence, we can view the universal support theory of Spc
A to take values in the invariant prime

ideals of LA. The goal of the remainder of this section is to construct this universal support
theory more intrinsically using MUA-homology and the structure of equivariant formal group
laws described in this paper. The idea is the following: Given a compact p-local A-spectrum
X, we can consider its equivariant complex bordism homology (MUA)∗X. Here, underlining
MUA indicates that we take the A-Mackey functor valued homology of X, i.e., we record the
collection of (MUB)∗(res

A
B X) for all closed subgroups B of A, together with restriction and

transfer maps between them. We will always work at the fixed prime p and p-localize everything
implicitly.

Since the coefficients πA
∗ MUA are isomorphic to the Lazard ring LA and moreover the

cooperations πA
∗ MUA ∧MUA agree with SA, the groups (MUA)∗X form a graded A-Mackey

functor in (LA, SA)-comodules. As such, we can take its support in the invariant prime ideals

supp((MUA)∗X) = {IAB,n | ((MUA)∗X)IA
B,n

= 0} ⊆ Specinv(LA).

Remark 8.2. In general, supp((MUA)∗X) is different from supp((MUA)∗X). Take for ex-
ample A = C2, p = 2 and X = Sσ, the circle with action given by reflection at a line. We
have

MU∗(res
C2
1 Sσ)I1,0 =MU∗(S

1)Q 6= 0.

The module (MUC2)∗(S
σ)

I
C2
1,0

is rational as well since p /∈ IC2
1,0 . Rationally, (MUC2)∗(S

σ) splits

into the coinvariants (MUC2)∗(S
σ)C2 = 0 and the geometric fixed points (MUC2)∗(S

σ)[e−1],

3The reader may have noticed that in this section our admissible functions f take values in N, while in the last
section they took values in N−. Likewise, we consider the condition n ≥ f(B) here, and considered n > f(B) before.
A shift by one shows that the topologies agree. The shift is caused by wanting to have vn having height n in the last
section.
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for e the Euler class of the unique non-trivial character. The element v0 from 5.21 becomes zero
in the geometric fixed points, but restricts to 2 and is thus not in IC2

1,0 ; thus (MUC2)∗(S
σ)[e−1]

becomes zero as well after localization at IC2
1,0 , and (MUC2)∗(S

σ)
I
C2
1,0

= 0.

Remark 8.3 (Transfer maps). The isomorphisms LA
∼= πA

∗ MUA imply that on top of the
contravariant restriction maps along group homomorphisms there also exist transfer maps LB →
LA for inclusions B ⊆ A of finite index. In other words, the collection of all equivariant Lazard
rings LA forms a ‘global Green functor’ on the family of abelian compact Lie groups, in the
sense of [Sch18, Definition 5.1.3]. While we have no general interpretation of transfers in terms
of equivariant formal groups, we can compute them as follows: By Frobenius reciprocity, it
suffices to compute trAB : LB → LA on 1 ∈ LB since the restriction is surjective. Inductively, we
can further assume that A/B ∼= Cp. Furthermore, trAB(1) = q∗ tr

Cp

{1}(1) for q : A → A/B ∼= Cp

since transfers are compatible with inflation maps (see, e.g., [Sch18, Theorem 4.2.6 ff.]). Hence

it suffices to identify tr
Cp

{1}(1). We claim that it equals v0 ∈ LCp . Indeed, any transfer maps to
zero in the geometric fixed points and is thus an element of ICp,0. We know that v0 generates

ICp,0. Hence, we can write tr
Cp

{1}
(1) = x·v0 for x ∈ LCp . Writing x as x0+x

′ ·e for e a non-trivial

Euler class and x0 ∈ L, we obtain tr
Cp

{1}(1) = x0 · v0 since e · v0 = 0 by the definition of v0. We

obtain x0 · p = res
Cp

{1} tr
Cp

{1}(1) = p since v0 restricts to p and thus x0 = 1 and tr
Cp

{1}(1) = v0.

We will now see that our notion of support is another model for the universal support theory
on compact A-spectra.

We first note a major inconvenience: It is unclear whether (MUA)∗X is a finitely generated
LA-module, even for compact X. This is in contrast with the non-equivariant situation, where
finite generation of MU∗X for compact X follows from the fact that L is a polynomial ring and
hence coherent. An analogous statement is unknown for equivariant Lazard rings. In particular,
it is a priori unclear that supp((MUA)∗X) is indeed a closed subset of Specinv(LA) and we have
to prove this by hand, see Proposition 8.5 below.

The following proposition gives the relationship between theMUA-homology support theory
described above and geometric fixed points.

Proposition 8.4. Let B be a subgroup of A, n ∈ N and X a compact A-spectrum. Then the
following are equivalent:

(i) The Mackey functor ((MUA)∗(X))IA
B,n

is trivial.

(ii) The (MUB)∗-module ((MUB)∗(res
A
B X))IB

B,n
is trivial.

(iii) The B-geometric fixed points ΦB(X) are of chromatic type > n.

We give two proofs of this proposition below, one using the results of [BS17, BHN+19,
BGH20] and one independent of these results. The latter one is complicated by the fact that
we don’t know whether (MUA)∗X is always finitely generated.

We have the following corollary:

Proposition 8.5. Let X be a compact A-spectrum. Then its support supp((MUA)∗X) is a
closed subset of Specinv(LA).

Moreover, the assignment

ob(Spc
A)→ Specinv(LA) ; X 7→ supp((MUA)∗X)

is a support theory on compact A-spectra.

Proof. We consider the type function

typeX : Sub(A)→ N ; X 7→ type(ΦBX),

which is locally constant by [BGH20, Proposition 4.3]. By the previous proposition, IB,n is an
element of supp((MUA)∗X) if and only if n ≥ typeX(B). Since the support supp((MUA)∗X) is
closed under inclusion, Theorem 5.1 implies that IB′,n ∈ supp((MUA)∗X) if IB,n−rkp(π0(B/B′)) ∈
supp((MUA)∗X) for every p-toral inclusion B′ ⊆ B. Thus typeX is admissible in the sense of
Definition 7.2. Theorem 7.5 implies that supp((MUA)∗X) is closed, as desired.
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For the second part, all required properties of a support theory follow easily from exactness
of localization (−)IA

B,n
except for the one on the interplay with smash products. This in turn

follows from the third characterization in Proposition 8.4, since the type of a smash product of
two compact spectra is the maximum of the two types.

By the universal property of the Balmer spectrum, we obtain a continuous map

Specinv(LA)→ Spec(Spc
A).

Proposition 8.4 makes it clear that this map sends IAB,n to P (B,n) and is hence bijective.
Therefore we can conclude from the results of this paper that the topology on Spec(Spc

A) is
at least as coarse as the one on Specinv(LA). In other words, our proof of the existence of
inclusions IB,n ⊆ IB′,n′ gives another proof of the analogous inclusion P (B′, n′) ⊆ P (B,n) on
the topological side. The fact that there are no further topological inclusions requires additional
arguments, namely the existence of compact A-spectra with ‘maximal type shifting behaviour’.
See [BHN+19, Section 4] or [KL20, Section 7]. Knowing this, we see that X 7→ supp((MUA)∗X)
is a universal support theory on compact A-spectra.

It remains to give the proof of Proposition 8.4, which we will do in three steps:
(i)⇒ (ii): Since the LA-action on (MUB)∗(X) factors through resAB : LA → LB and IAB,n =

(resAB)−1)(IBB,n), it follows that we have an isomorphism ((MUB)∗(X))IA
B,n

∼= ((MUB)∗(X))IB
B,n

.

In particular the vanishing of the entire Mackey-functor (MU∗(X))IA
B,n

implies the vanishing

at the subgroup B as a special case.
(ii) ⇐⇒ (iii): Note that IBB,n contains none of the non-trivial Euler classes for B, hence

the non-trivial Euler classes act invertibly on ((MUB)∗(X))IB
B,n

. It follows that we have an

isomorphism

((MUB)∗(X))IB
B,n

∼= ((ΦBMUB)∗Φ
BX)IB

B,n

∼= ΦB((MUB)IB
B,n

)∗Φ
BX.

Modulo In, the ring ΦB((MUB)IB
B,n

)∗ embeds into the field of fractions of ΦBL/In, which is

non-trivial. Moreover, vn is not contained in IBB,n and hence is invertible in the localization.
It follows that the localization (ΦBMUB)IBB,n

is an MU -algebra of height n, i.e., its vanishing

detects compact spectra of type ≥ n+ 1.
(iii)⇒ (i): LetX be a compactA-spectrum such that ΦB(X) is of type≥ n. By the previous

paragraph we know that ((MUB)∗(X))IA
B,n

= 0, and we have to show that ((MUB̃)∗(X))IA
B,n

=

0 for all other closed subgroups B̃, too. We first assume that B̃ does not contain B. Then there
exists a character V ∈ A∗ which restricts to the trivial character for B̃ but to a non-trivial
character for B. It follows that eV is not contained in IAB,n and hence acts invertibly on
(MUB̃)IAB,n

. On the other hand eV restricts to 0 in MUB̃ , so it follows that (MUB̃)IAB,n
= 0

and in particular ((MUB̃)∗(X))IAB,n
= 0, as desired. Hence we can assume that B̃ contains B as

a subgroup. Since the statement then no longer depends on the ambient group, we can reduce
to the case B̃ = A.

Hence we need to show that (MUA)∗(X))IA
B,n

= 0. By induction on the pair (dimension,

rank of π0(A/B)) it follows that all the localizations at smaller intermediate groups B ⊆ B̃ ⊆ A
vanish, and hence the homotopy groups of (MUA)IA

B,n
∧X are concentrated at A. In particular

this implies that the map ((MUA)IA
B,n

)∗X → ((ΦAMUA)IA
B,n

)∗Φ
AX is an isomorphism and all

Euler classes eV for non-trivial characters act invertibly on ((MUA)IA
B,n

)∗X. Now, if V restricts

to the trivial character in B∗ (such a V always exists since we can assume that B is a proper
subgroup of A), its Euler class eV lies in the maximal ideal IAB,n of ((MUA)IA

B,n
)∗.

If we knew that ((MUA)IA
B,n

)∗X is finitely generated over (MUA)∗ we could apply Nakayama’s

lemma to see directly that ((MUA)IA
B,n

)∗X = 0, as desired. Since we do not know this,

we have to argue differently: By Corollary 5.2, we know that ΦA((MUA)IA
B,n

)∗ is trivial

if π0(A/B) is not a p-group, and is of height n − rankp(π0(A/B)) otherwise (where nega-
tive heights again mean that the theory is trivial). Hence, what we want to show is that if
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ΦBX is of type ≥ n, then ΦAX is of type ≥ n − rankp(π0(A/B)). Indeed, this implies that
((MUA)IA

B,n
)∗X ∼= ((ΦAMUA)IA

B,n
)∗Φ

AX is trivial.

This precise statement about ΦAX is one of the main results of [BGH20], building on [BS17]
and [BHN+19]. Hence, using these results, Proposition 8.4 follows. Alternatively, rather than
importing we can reprove the above statement using the methods from this paper. Note that
by induction on the rank of A/B and by replacing X by the compact A/B-spectrum ΦBX it
suffices to show two special cases:

1. If X is a compact Cpk -spectrum of underlying type ≥ n, then the type of Φ
C

pkX is at
least n− 1.

2. If X is a compact T-spectrum of underlying type ≥ n, then the type of ΦTX is also ≥ n.

For (1) it suffices to find a complex oriented theory E of height n such that Φ
C

pkE is of
height ≥ n−1, where E = F (EG+, E) denotes the Borel theory associated to E (see the proofs
of [BHN+19, Corollary 3.12] or [BGH20, Proposition 6.10] for details on this argument). In
[BHN+19] it was shown that Morava E-theory E = En has this property, building on results
of Hopkins-Kuhn-Ravenel on the p-disivible group associated to En [HKR00] and extending
earlier work of Greenlees, Hovey and Sadofsky. Using Remark 5.15 we obtain similar results
more generally:

Proposition 8.6. Let E be any complex oriented ring spectrum of height n which is Landweber
exact over MU/In−1 = MU/(v0, . . . , vn−2), i.e., In−1 acts trivially on π∗E, vn−1 ∈ π∗E is a

regular element and vn is a unit modulo vn−1. Then Φ
C

pkE is of height n− 1.

Proof. We apply Remark 5.15 and check that its assumptions are satisfied. We have (ET)∗ =
E∗JeK, with Euler classes en given by the n-series [n]F (e) for the formal group law associated
to E. If n is a power of p, the leading term of this Euler class is a power of vn−1, which we
assumed to be regular. Modulo vn−1, the leading term becomes vn which is a unit since E/vn−1

is of height n. Hence by Remark 5.15 we find that the pushforward of the element ψ
(n−1)

pk
to

E∗JeK, i.e., the element
∑∞

i=0 ai[p
k−1]F (e) for

∑∞
i=0 aie

i = [p]F (e)/e
pn−1

, generates the kernel
of the composite

E∗JeK→ E∗JeK/[p
k]F (e) = (E

C
pk )∗ → (ΦCpkE)∗.

The leading term of ψ
(n−1)

pk
equals vn−1, which is not a unit. Hence ΦCpkE is non-trivial and

since In−1 acts trivially it must be of height ≥ n− 1. Furthermore, reducing modulo vn−1 the
leading coefficient of ψ

(n−1)

pk
equals a power of vn. Since vn is a unit modulo vn−1, it follows

that so is ψ
(n−1)

pk
. Therefore (ΦCpkE)/vn−1 is trivial, and hence (ΦCpkE) is of height exactly

n− 1.

Example 8.7. Given any Landweber exact complex oriented ring spectrum E of height n, its
quotient E/In−1 satisfies the assumptions of the previous proposition. It follows that also in

this case the height of Φ
C

pkE equals n−1. For example this applies to Johnson-Wilson spectra,
to MU [v−1

n ] or to Morava E-theories.

Remark 8.8. Another approach to blue-shift questions like the above is via the chromatic
Nullstellensatz of [BSY22]: Let E be an E∞-ring of height n, i.e. K(n)∗E is non-trivial and
K(n + 1)∗E is trivial. If E is complex-oriented, this is equivalent to our previous definition of
height, i.e. to the vanishing of E-homology detecting compact spectra of type ≥ n+1. We claim
that the Tate spectra EtCp = Φ

C
pkE are of height n − 1. Indeed, by the results of [BSY22]

any such theory E maps to Morava E-theory En, and Φ
C

pkEn is non-trivial K(n − 1)-locally

by [BHN+19, Theorem 3.4] or the argument above. Furthermore, Φ
C

pkE must be trivial K(n)-
locally since the converse would contradict the existence of compact Cpk -spectraX of underlying
type n and Cpk -geometric fixed points of type n− 1, by the same argument referenced above.

Similarly, for (2) one needs to find a complex oriented theory E of height n such that ΦTE
is also of height n. This is more elementary and satisfied by any p-local complex oriented the-
ory E of height n. To see this, note again that the Euler classes en are given by the n-series
[n]F (e) ∈ E∗JeK. Writing n = pk ·m with m coprime to p, we find that [n]F (e) is a unit multiple
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of [pk]F (e). Modulo In, for k > 0 the leading term of [pk]F (e) is a power of vn, which by
assumption is a unit in E∗/In. It follows that, modulo In, the coefficients of ΦTE are given by
E∗/In((e)), which is always non-trivial when E∗/In is.

8.2 Change of groups and the structure of MA
FG

For any A-spectrum X, the groups MUA
2∗(X) come equipped with the structure of a graded

(LA, SA)-comodule. Since the stackMA
FG is the stack associated to this graded Hopf algebroid,

we obtain an associated quasi-coherent sheaf FA(X) on MA
FG (see [MO20, Proposition 4.3]).

This is the 0-th graded piece of a QCoh(MA
FG)-valued homology theory on A-spectra, whose

i-th piece FA
i (X) is given by MUA

2∗+i(X). We end this section by a closer look upon how the
structure ofMA

FG relates to this homology theory.
Recall from Proposition 3.11 that for a closed subgroup B ⊆ A, there is an open immer-

sion j : MA/B
FG → MA

FG and a closed immersion i : MB
FG → M

A
FG. We obtain corresponding

adjunctions

QCoh(MA
FG) QCoh(MA/B

FG )
j∗

j∗
and QCoh(MA

FG) QCoh(MB
FG).

i∗

i∗

Believing that the structure ofMA
FG dictates the structure of the∞-category SpA of A-spectra,

we expect a relation to the adjunctions

SpA SpA/B

ΦB

P∗
A/B

and SpA SpB .
resAB

coindA
B

Here, denoting by F [B] the family of subgroups of A not containing B and by q : A→ A/B the

projection, we define ΦB(X) = (ẼF [B]∧X)B and P ∗
A/B(Y ) = ẼF [B]∧ q∗X. Note that the

definition of ΦB is made so that its underlying spectrum is ΦB and more generally ΦC/BΦB ≃
ΦC for every B ⊆ C ⊆ A. For more details on the first adjunction, see [LMSM86, Section II.9],
[Hil12, Section 4.1] and [MSZ23, Section 2.2]. For the benefit of the reader, we give a brief
sketch of its basic properties: The adjunction between q∗ and (−)H induces maps

id→ ΦBP ∗
A/B and P ∗

A/BΦ
B → ẼF [B]∧(−),

which can be checked to be equivalences on geometric fixed points. The inverses

ΦBP ∗
A/B

≃
−→ id and id→ ẼF [B]∧(−)

≃
−→ P ∗

A/BΦB

form the counit and unit of the adjunction. In particular, P ∗
A/B is fully faithful and its image

agrees with that of ẼF [B]∧. Since smashing with ẼF [H ] is idempotent and hence symmetric
monoidal, P ∗

A/B is symmetric monoidal as well and so is ΦB.

Proposition 8.9. The diagram

SpA SpA/B

QCoh(MA
FG) QCoh(MA/B

FG )

ΦB

FA

P∗
A/B

FA/B

j∗

j∗

commutes, i.e. there are natural isomorphisms j∗FA(X) ∼= FA/B(ΦBX) for X ∈ SpA and
j∗F

A/B(Y ) ∼= FA(P ∗
A/BY ) for Y ∈ SpA/B.

Moreover, there is a natural isomorphism i∗F
B(Z) ∼= FA(coindA

B Z) for Z ∈ SpB.

No such isomorphism can be expected for i∗ and resAB in general. One reason is that i∗ is not
flat, but even a spectral sequence relating i∗ and resAB seems not to exist for A not a torus for
reasons related to Remark 8.2.
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Before we prove the proposition, we need a lemma, in which we will use the Hopf algebroid
(ΦBLA,Φ

BSA). Here ΦBLA is obtained from LA by inverting eV for all V /∈ im((A/B)∗ → A∗),
and the ring ΦBSA is defined as ΦBLA ⊗LA SA ⊗LA ΦBLA. This classifies strict isomorphism
between equivariant formal group laws where the relevant Euler classes are invertible on source
and target. Since the invertibility of Euler classes only depends on the underlying equivariant
formal group and not on the choice of coordinate, this simplifies to SA ⊗LA ΦBLA.

Lemma 8.10. For Y ∈ SpB and q : A→ A/B the projection, there are natural isomorphisms

ΦBLA ⊗LA (MUA)∗(q
∗Y )

∼=
−→ ΦBLA ⊗LA (MUA)∗(P

∗
A/BY )

∼=
−→ (ΦBMUA)∗(Y )

and
ΦBLA ⊗LA/B

(MUA/B)∗(Y )
∼=−→ (ΦBMUA)∗(Y )

of graded (ΦBLA,Φ
BSA)-comodules, where the map LA/B → ΦBLA is defined as the composite

LA/B
q∗

−→ LA → ΦBLA.

Proof. A model for ẼF [B] is given by S∞W for W the sum of all characters V ∈ V, for V the
set of characters V not restricting to 1 in B or, equivalently, V /∈ im((A/B)∗ → A∗). Indeed,
WC = 0 for C ⊆ A if and only if B ⊆ C, as this is equivalent to none of the V ∈ V restricting
to 1 in C.

In other words, smashing with ẼF [B] is the same as inverting all the maps S0 → SV for
V ∈ V. For an MUA-module, this is equivalent to inverting eV for V ∈ V.

We have

ΦBLA ⊗LA (MUA)∗(q
∗Y ) ∼= (MUA)∗(q

∗Y )[e−1
V : V ∈ V]

∼= π∗(MUA ∧ q
∗Y ∧ ẼF [B])A

∼= π∗(Φ
B(MUA ∧ P

∗
A/BY ))A/B

∼= π∗(Φ
BMUA ∧ Y )A/B

∼= (ΦBMUA)∗(Y ).

Replacing q∗Y by P ∗
A/BY in the chain of isomorphisms above yields a similar chain of iso-

morphisms. All the isomorphisms are isomorphisms of comodules since the isomorphisms
are natural in the MUA-variable and we can plug into this variable the left and right unit
MUA → MUA ∧MUA.

To construct the second isomorphism, note that as part of the global structure of equivariant
MU , there is a ring map q∗MUA/B → MUA (cf. [LNP22]). Applying ΦB = (− ∧ ẼF [H ])B

yields a ring map MUA/B → ΦBMUA. This induces a morphism

ΦBLA ⊗LA/B
(MUA/B)∗(Y )→ (ΦBMUA)

∗(Y ).

It is enough to show that this is an isomorphism for finite Y and hence for Y = (A/B)/(B′/B)+ ∼=
A/B′

+ for B ⊆ B′ ⊆ A. In this case, the map becomes

ΦBLA ⊗LA/B
LB′/B → (ΦBMUA)

∗(A/B′
+). (8.11)

The natural map
LA ⊗LA/B

LB′/B → LB′

is an isomorphism since LA → LB′ is a surjection with kernel generated by the Euler classes
eV for those V ∈ A∗ restricting trivially to B′; these are exactly the images of the Euler classes
eW for those W ∈ (A/B)∗ restricting trivially to B′/B.

Thus, (8.11) becomes

ΦBLA ⊗LA MU∗
A(A/B

′
+) ∼= ΦBLA ⊗LA LB′ → (ΦBMUA)

∗(A/B′
+),

which is an isomorphism by the first part. Similar to the first part, all isomorphisms are
isomorphisms of comodules again.
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Proof of Proposition 8.9: We establish first the isomorphism j∗FA(X) ∼= FA/B(ΦBX) for A-
spectra X. Consider the commutative diagram

SpecLA

��

SpecΦBLA
//

ϕ

%%❑
❑❑

❑❑
❑❑

❑❑
❑

oo SpecLA/B

yyss
ss
ss
ss
s

MA
FG

L

MA/B
FG ,

j
oo

where the down-right arrow comes from applying q∗ to an A-equivariant formal group classified
by a morphism to SpecΦBLA, and the right-pointing horizontal morphisms come from the com-

position LA/B
q∗

−→ LA → ΦBLA. The square is a pullback square by Proposition 3.11. Thus ϕ is

faithfully flat and hence ϕ∗ induces an equivalence of QCoh(MA/B
FG ) to graded (ΦBLA,Φ

BSA)-
comodules.

The comodule corresponding to j∗FA
X is ΦBLA ⊗LA (MUA)2∗X. As in (the proof of) the

first isomorphism in Lemma 8.10, we observe that this is isomorphic to

ΦBLA ⊗LA (MUA)2∗(X ∧ ẼF [B]) ∼= ΦBLA ⊗LA (MUA)2∗(P
∗
A/BΦ

BX)

∼= (ΦBMUA)2∗(Φ
BX).

By the second isomorphism in Lemma 8.10, this is isomorphic to the comodule corresponding to
FA/B

ΦBX
, i.e. to ΦBLA ⊗LA/B

(MUA/B)2∗(Φ
BX). This establishes the first claimed isomorphism

of sheaves.
Since the counit ΦBP ∗

A/B → idSpA/B
is an equivalence, we can assume for the proof of

j∗F
A/B(Y ) ∼= FA(P ∗

A/BY ) for Y ∈ SpA/B that Y = ΦBX for some X ∈ SpA and we obtain
from the first isomorphism in this case a natural isomorphism

j∗j∗F
A/B(Y ) ∼= j∗j∗j

∗FA(X) ∼= j∗FA(X) ∼= F
A/B(Y ) ∼= j∗FA(P ∗

A/BY ).

The Euler classes for characters V /∈ im((A/B)∗ → A∗) act invertibly on FA(P ∗
A/BY ), and

Proposition 3.11 implies that FA(P ∗
A/BY ) is in the image of j∗. Since the counit

j∗j∗ → id
QCoh(M

A/B
FG )

is an isomorphism, the claimed isomorphism follows.
Lastly, we show i∗F

B(Z) ∼= FA(coindA
B Z) for Z ∈ SpB . This follows from the chain

(MUA)2∗(coind
A
B Z) ∼= πA

2∗(MUA ⊗ coindA
B Z)

∼= πA
2∗(coind

A
B(MUB ⊗ Z))

∼= πB
2∗(MUB ⊗ Z)

∼=MUB
2∗(Z).

of isomorphisms of (LA, SA)-comodules.

We end this section by connecting the stacky point of view with support theories. For
a compact A-spectrum X, we may consider the support suppFA

i (X) ⊆ |MA
FG|, correspond-

ing to those x : Spec k → MA
FG such that x∗FA

i (X) is non-trivial. As remarked above, in
general the sheaves FA

i (X) do not play well with restrictions. Thus, for an A-spectrum X,
one should consider all FB

i (resAB X) ∈ QCoh(MB
FG) for B ⊆ A in conjunction. Using the

closed embeddings MB
FG →֒ MA

FG, the correct notion of support of FA
∗ (X) becomes thus

suppF∗(X) =
⋃

B⊆A suppFB
∗ (resAB(X)).

Proposition 8.12. For any compact A-spectrum X, the subsets suppF∗(X) ⊆ |MA
FG| and

supp((MUA)∗X) ⊆ Specinv(LA) correspond to each other under the bijection from Theorem 4.7.
Thus, suppF∗(−) is a universal support theory as well.
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Proof. Let a point [x : Spec k →MA
FG] ∈ |M

A
FG| correspond to a pair (B,n). Then x factors

as x : Spec k →MFG =MB/B
FG composed with MB/B

FG

j
−֒→ MB

FG

i
−֒→ MA

FG by Proposition 3.11
and Remark 4.5. By Proposition 8.9, the pullback functor j∗ corresponds to ΦB. Thus, x ∈
suppFB

∗ (resAB X) if and only if x∗F{1}
∗ (ΦBX) 6= 0, i.e. if ΦBX has chromatic type at least n.

We have seen in Proposition 8.4, this happens if and only if IB,n ∈ supp((MUA)∗X).

Now suppose IB,n /∈ supp((MUA)∗X) and let B ⊆ B̃ ⊆ A. Thus (MUB̃)∗(res
A
B̃
(X))

IB̃
B,n

vanishes. Since [x] ∈ |MB̃
FG| is the image of the prime ideal IB̃B,n ∈ SpecLB̃

∼= Spec(MUB̃)∗,

we see by Lemma 2.6 that x : Spec k → MB̃
FG factors over x̃ : Spec k → Spec(LB̃)

IB̃
B,n

. Thus,

we can identify x∗F B̃
∗ (X) with x̃∗(MUB̃)∗(res

A
B̃
(X))

IB̃
B,n

= 0, and x /∈ suppF∗(X).
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